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Supervisor’s Foreword

The background to Tom James’ thesis originates in the requirement to upgrade the
CMS experiment at the CERN Large Hadron Collider to extend the studies of
physics in the TeV energy range and continue searches for new phenomena for
another couple of decades. To make this possible, large parts of the original
experiment must be replaced, since they have been exposed to extremely high
particle fluxes and will have been damaged by irradiation. At the same time, to
successfully study rare processes, including the properties of the Higgs boson first
observed in 2012, it will be necessary to acquire even larger event samples and
increase the statistical sensitivity of the experiment. This will be made possible by
increasing the area and granularity of some of the detectors, especially those closest
to the colliding beams, which measure the trajectories of the particles emerging
from the collisions. However, even with the fastest and most sensitive electronics
available today, it is impossible to capture and store all the data from CMS so it is
essential to select events of potential interest using a ‘trigger’, in which certain
characteristics, such as the presence of a very high transverse momentum lepton,
signal the possibility of an event of more than usual interest. The electronic trigger
for CMS has evolved considerably from its original conception, but still mainly
relies on signals from the muon detectors and electromagnetic and Hadron
calorimeters. In the future, these signals alone are insufficiently selective to reduce
the trigger rate to levels with which CMS can cope. The only way which has been
found to improve on this is to exploit information from the tracking detectors in the
experiment, which has hitherto not been used. This is immensely challenging,
because the number of tracking elements is huge; for triggering purposes, about
13,000 modules comprising about 214 million sensor elements must be used.
Studies have demonstrated that the tracking system must provide essentially all
fully reconstructed trajectories for particles with transverse momentum above
2 GeV/c and these must be available for the trigger within a few microseconds. This
is unprecedented, and especially difficult in a Hadron collider environment which
generates multiple events per beam crossing with a very large number of outgoing
charged particles from each interaction. Tom’s thesis explains how this problem has
essentially been solved, even though the final implementation of a system to
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achieve it has yet to be built, and his, important, role in demonstrating how this will
be done. It builds on work carried out, largely at Imperial College, to develop
digital electronic hardware to process data from the CMS electromagnetic
calorimeter for the Level-1 trigger. Over about twenty years, our group has
developed a high level of expertise in programmable digital electronics, based on
devices known as FPGAs, which has led to a series of processing boards, which are
highly flexible and adaptable to many different problems. Most recently, new
concepts were also proposed by our group to deliver a more powerful and flexible
trigger for CMS using a time-multiplexing method, which offers many advantages
for trigger systems. We decided to attack the track reconstruction problem by
applying this new concept. Tom joined the effort in the final year of his under-
graduate degree, working initially on software simulations of the tracking problem
in CMS. When he started his Ph.D. work the following year, he was well prepared
to tackle the full challenge of designing a system and demonstrating how track
reconstruction could be implemented using current technology. The subject of
Tom’s Ph.D., therefore, evolved into a study of how a track-finder could work in
CMS to provide the necessary reconstructed high transverse momentum tracks to
the L1 trigger with high efficiency, within the available latency. We were able to
build a demonstrator system to prove the concept would work by using existing
FPGA boards, which had been designed originally for the calorimeter trigger. As
the system design, and processing algorithms, evolved we were able to see how it
could be made to work and build software and other processing infrastructure to test
the idea and, importantly, to be able to compare the results from the FPGA pro-
cessors with those from realistically simulated CMS events. During his Ph.D., Tom
was based in CERN for about 18 months, with the task of implementing our
track-finder demonstrator system, collaborating with a few other Imperial staff
based there and in London. The success of the demonstrator considerably exceeded
what most of us thought was likely initially, and owed much to Tom’s efforts. He
pushed himself very hard and was dedicated to it, working very long hours to solve
any problem he encountered, invariably successfully. Tom demonstrated a
remarkable flair for instrumentation work and gained much expertise in advanced
software, electronic hardware and the rather complex tools and firmware required to
operate modern programmable electronics based on FPGAs, as well as hands-on
experience in computer and detector readout systems for real-time data acquisition.
His thesis will be a reference for newcomers to the track-finder work for a long time
to come. In his thesis, Tom acknowledges many others who contributed to this big
task, but I would like to specially emphasise the important long-standing support
we have received from our local funding agency, the UK Science and Technology
Funding Council.

London, UK
November 2019

Prof. Geoffrey Hall
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Abstract

The Compact Muon Solenoid (CMS) experiment at the Large Hadron Collider
(LHC) is designed to study a wide range of high-energy physics phenomena. It
employs a large all-silicon tracker within a 3.8 T magnetic solenoid, which allows
precise measurements of transverse momentum (pT) and vertex position.

This tracking detector will be upgraded to coincide with the installation of the
high-luminosity LHC, which will provide up to about 1035/cm2/s to cms, or 200
collisions per 25 ns bunch crossing. This new tracker must maintain the nominal
physics performance in this more challenging environment. Novel tracking modules
that utilise closely spaced silicon sensors to discriminate on track pT have been
developed that would only allow the readout of hits compatible with pT > 2–3 GeV
tracks to off-detector trigger electronics. This would allow the use of tracking
information at the Level-1 trigger of the experiment, a requirement to keep the
Level-1 triggering rate below the 750 kHz target, while maintaining physics
sensitivity.

This thesis presents a concept for an all field-programmable gate array (FPGA)-
based track-finder using a fully time-multiplexed architecture. A hardware
demonstrator has been assembled to prove the feasibility and capability of such a
system. The track-finding demonstrator uses a projective binning algorithm called a
Hough transform to form track-candidates, which are then cleaned and fitted by a
combinatorial Kalman filter. Both of these algorithms are implemented in FPGA
firmware. This demonstrator system, composed of eight Master Processor Virtex-7
(MP7) processing boards, is able to successfully find tracks in one-eighth of the
tracker solid angle at a time, within the expected 4 ls latency constraint. The
performance for a variety of physics scenarios is studied, as well as the proposed
scaling of the demonstrator to the final system and new technologies.
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Chapter 1
Introduction

1.1 Theory and Motivation

Particle physics is the attempt to describe the universe at its most basic level. The
StandardModel of particle physics (SM) is currently the best description of the known
universe [1–3]. Limitations and gaps in this theory, however, motivate a continued
search for new data to support, or discredit, new and more complete models of
Nature. The Large Hadron Collider (LHC) [4], located at CERN, and its future High
Luminosity upgrade, the High Luminosity Large Hadron Collider (HL-LHC) [5] are
designed for this purpose.

Although the discovery of the predicted Higgs boson at the LHC by both A
Toroidal LHC Apparatus (ATLAS) [6, 7] and Compact Muon Solenoid (CMS)
[8, 9] experiments further demonstrated the success of the SM, there are a num-
ber of outstanding issues:

• The SM is understood to be valid only below an energy scale � (which may be
as large as the Plank scale), beyond which new physics is needed to describe the
universe at higher energy scales.

• Experimental observations of neutrino flavour oscillations imply a non-zero neu-
trino mass, which is incompatible with the SM hypothesis of a massless neutrino
sector [10].

• Cosmological observations suggest that the majority of the mass in the universe
is composed of an as yet undiscovered form of matter, which has no viable SM
candidate [11, 12].

• Although the SM successfully unifies the weak and electromagnetic forces, it
fails to unify these with the strong force, even when extrapolated to high energy
scales [13]. In addition, the gravitational force is not incorporated into this model.

• The observed mass of the Higgs boson is predicted to be given by the sum of a bare
mass term, and a loop-corrected term which is proportional to the square of the
cutoff scale of the theory, �2. The observed Higgs mass of 125GeV implies that
these two terms have a near-perfect cancellation, of up to 36 orders of magnitude.
This high degree of fine-tuning implies that the theory is not yet complete [13].

© Springer Nature Switzerland AG 2019
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2 1 Introduction

1.2 The Large Hadron Collider

TheLHC is a 26.7kmcircumference particle accelerator at CERN,Geneva. TheLHC
is designed to collide protons at up to a centre of mass energy of

√
s = 14TeV, but is

currently running at 13TeV. It is also able to collide heavy ions such as Pb-Pb, at up
5.02TeV per colliding nuclear pair [14]. An advantage of colliding protons instead
of electrons or positrons is that the increased mass of the proton results in less energy
loss via synchrotron emission. As a consequence, however, the high particle flux near
the interaction region necessitates a more precise detector with finer granularity, that
is also more radiation hard.

The LHC beam must be accelerated in stages. Protons are injected into a linear
accelerator known as LINAC2, and then enter the Proton Synchrotron (PS) circular
accelerator via a booster. The PS provides a 26GeV beam (with the required bunch
structure) to the Super Proton Synchrotron (SPS) ring, which further accelerates the
protons to 450GeV before filling the LHC ring. The LHC contains two separate
beam pipes, each of which accelerates a beam to up to 7TeV, in opposite directions.
Superconducting magnets focus and guide the proton bunches, which cross at four
interaction pointswithin the LHC ring. Located at these interaction points are the four
main LHC experiments: ATLAS, CMS, Large Hadron Collider beauty experiment
(LHCb) [15], andALarge IonCollider Experiment (ALICE) [16].WhileATLAS and
CMS are designed to investigate a wide range of physics at a previously unexplored
energy scale, LHCb and ALICE are dedicated to studying CP violation in the B
physics sector, and heavy ion physics respectively. During nominal operation, the
LHC delivers collisions between bunches of around Np = 1011 protons every 25ns
to its two largest experiments, CMS and ATLAS. Taking an effective cross sectional
area of Seff = 4π(16 × 10−4)2 cm2 (not to be confused with the probability of
interaction cross section σpp), and a geometric luminosity reduction factor due to the
crossing angle, F ∼ 0.95, this equates to a design luminosity of

L = 40 × 106 × F N 2
p /Seff ∼ 1 × 1034/ cm2/s. (1.1)

At 7TeV per proton, the cross section for inelastic proton-proton collisions
σin.pp = 1.1 × 10−25 cm2, giving an average number of inelastic interactions per
Bunch Crossing (BX)

ncoll/bx = L × σin.pp × 2.5 × 10−8 ∼ 25. (1.2)

1.3 The Compact Muon Solenoid

TheCMSexperiment is designed to enable searches for awide variety of newphysics.
To do this, it must be able to perform high precision measurements of electrons,
photons, and muons even in high ncoll/bx (henceforth refered to as pileup) conditions.
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Figure 1.1 is a depiction of a transverse slice through theCMSbarrel.WithinCMS,
a superconducting solenoid with an internal diameter of 6m provides an axially and
uniform 3.8T magnetic field within its volume. Within this volume a silicon pixel
Inner Tracker (IT) and a silicon microstrip Outer Tracker (OT) are located. These
trackers are surrounded by electromagnetic and hadronic calorimeters. The angular
coverage is extended by forward calorimeters. Gaseous ionisation detectors, used to
detect muons, are embedded within the magnet’s return yoke.

A highly detailed description of the CMS detector can be found in [8]. The coor-
dinate system used by CMS, and throughout this thesis is pictured in Fig. 1.2. The
Interaction Point (IP) is at approximately x = y = 0. An additional commonly used
spacial coordinate is pseudorapidity, η = − ln [tan (θ/2)].

1.3.1 Tracker

The CMS tracker must measure the trajectories of charged particles in three dimen-
sions. The transverse momentum (pT) of the particles can be calculated from their
radius of curvature in the magnetic field. The CMS tracker is the largest all-silicon
tracking detector in the word, with an active surface area of around 200m2. Silicon is
well suited for the LHC environment, as it has been shown to be relatively radiation
hard, has a fast charge collection time (which enables resolution of individual bunch
crossings), and is structurally strong enough to allow the use of thin sensors, which
reduce the energy losses and track deflections associated with detector interactions.
An IT of silicon pixels is used up to a radius of 4.3cm, where the flux of incident par-
ticles is much larger. A silicon microstrip OT is then used, up to a radius of 110cm.
Both of these trackers use a split barrel-endcap design, with a total of 13 barrel layers,
and 14 endcap disks either side. The tracker extends to |η| < 2.5.

1.3.2 Electromagnetic Calorimeter

The CMSElectromagnetic Calorimeter (ECAL) was designed to measure the energy
and position of electrons and photons produced either in the primary interaction, or in
QCD jets. Fine granularity, radiation tolerant lead tungstate (PbWO4) tapered crystals
are used to induce electromagnetic cascades from traversing photons and electrons,
resulting in scintillation light that undergoes total internal reflection towards the back
of the crystal. Eighty percent of the light is collected within 25ns. Photodiodes are
required to amplify the relatively small signal (4.5 photoelectrons per MeV). The
ECAL extends to |η| < 3.0.

The Electromagnetic Preshower (ES), a sampling calorimeter comprised of lead
and silicon layers, is located in the forward region. Signals that look like high energy
photons from the primary interaction can be generated when a π0 decays into two
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Fig. 1.2 Diagram of the
coordinate system used by
CMS, and in this thesis,
illustrating the corresponding
azimuthal (φ) and polar θ

angles for a particle with
momentum p, produced at
the origin of CMS. The beam
direction is parallel to the z
axis, and collisions occur at
approximately x = y = 0.

y

z x

p

LHC

CMS

photons with a small separation angle. The ES has a much finer granularity than the
ECAL (2mm strips compared to 3cm crystals), and is therefore able to resolve these
photons individually.

1.3.3 Hadronic Calorimeter

The Hadronic Calorimeter (HCAL) encloses the ECAL, and is used to reconstruct
the energy and position ofQCD jets, particularly neutral hadrons. TheHCAL extends
to |η| < 5.2. HCAL Barrel Calorimeter (HB), and HCAL Endcap Calorimeter (HE)
sampling detectors consist of layers of brass plates (which induce hadronic showers),
and plastic scintillation tiles. The scintillation signal is collected and transferred to
on-detector amplifiers. As a consequence of the higher particle flux in the forward
regions, the HCAL Forward Calorimeter (HF) has been designed to use a more
radiation-hard technology. In this subdetector steel attenuators containing quartz
fibres are used to measure the Cherenkov radiation of a particle.

1.3.4 Muon Detectors

CMS is required to detect and identify muons with high efficiency, given their pres-
ence in the final states of many interesting decay channels (where the object of
particular interest is the heavy state that has decayed). In CMS, three different gas
chamber technologies are used: Drift Tubes (DT) in the barrel region; Cathode Strip
Chambers (CSC) in the endcap regions; and Resistive Plate Chambers (RPC) for all
|η| < 2.1. DTs are able to be used in the barrel region as the neutron-induced back-
ground is small, the muon rate is relatively low, and the magnetic field is uniform.
In the endcap, however, where the muon and background rates are much higher, and
the magnetic field is non-uniform, CSC are more suitable. To provide additional cov-
erage in the scenario that background rates significantly rise as the LHC luminosity
increases, an independent, highly segmented dedicated triggering system with a fast
response time, consisting of RPC is also in use. In comparison with the other muon
detectors, they deliver much better time resolution, but poorer position resolution.
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1.3.5 Trigger and Data Acquisition

Due to constraints on data bandwidth and storage capacity, a trigger system is re-
quired to select interesting events for storage and analysis. A two-tier trigger system
is used in CMS. The Level-1 (L1) trigger, is implemented in custom electronics, and
is capable of reducing the event rate from 40MHz to 100kHz within the latency
budget of around 4μs (approximately 2μs of this is required to transmit the data
off-detector, and propagate back the L1 accept signal, including Serialisation/De-
serialisation (SERDES) and other delays) [17–21]. The High Level Trigger (HLT)
further reduces the event rate to about 1kHz, using reconstruction and analysis soft-
ware running on a farm of commercial computers. The HLT has access to the com-
plete detector information; however, due to latency considerations (∼4ms latency
budget), simplified reconstruction algorithms are used when compared to full offline
reconstruction. A sequential series of reconstruction and subsequent filter stages are
executed, which terminate upon the failure to pass any given filter. This allows for fast
pre-filters based on calorimeter information to reduce the number of events that must
undergo more complex processing stages such as track reconstruction. A globally
distributed data storage and processing infrastructure, known as theWorldwide LHC
Computing Grid (WLCG) [22] is used to store and perform offline reconstruction on
events that pass the HLT selection.

The current L1 trigger can be divided into two main subsystems, the L1 calorime-
ter trigger, and the L1 muon trigger. Each of these subsystems receives data from
different subdetectors, and their outputs are combined in the Micro Global Trigger
(MicroGT), which makes a final triggering decision. The outputs of the L1 muon
trigger and L1 calorimeter trigger correspond to relevant physics objects: electrons
and photons, tau lepton decays containing hadrons, jets, energy sums, and muons.
Although the majority of trigger primitive processing and selection is done in the
muon and calorimeter trigger layers, the MicroGT makes a decision based on the
momentum, position, isolation, and quality of these objects using a set of around
300 algorithms, which are regularly updated to reflect changes in the LHC running
conditions. The L1 trigger has been recently upgraded [23], to maintain its efficiency
for the selection of interesting processes in the context of the increased pileup at LHC
Run 2. This upgrade consisted of a complete replacement and commissioning of the
electronics, simulation software, monitoring and configuration systems, databases,
and the timing and data acquisition interface. It was installed and commissioned in
2015, andwas successfully operated for the duration of 2016 and 2017 [24]. The abil-
ity to implement sophisticated triggering algorithms within the∼4μs latency budget
was afforded by the use of a large Field Programmable Gate Array (FPGA) mounted
on various custom data processing boards that conform to the Micro Telecommuni-
cations Computing Architecture (MicroTCA) standard (and Advanced Mezzanine
Card (AMC) form-factor). These boards are equipped with up to 1Tb/s worth of
serial optical bandwidth each. One variety of these boards, the Master Processor
Virtex-7 (MP7), will be described in Sect. 3.3.2.1.
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The CMS Data Acquisition (DAQ) [25] must read out and assemble events ac-
cepted by the L1 trigger. A middleware framework known as XDAQ[26] (built in
C++) allows the use of distributed data acquisition and high level triggering sys-
tems. XDAQ provides software for data transport, configuration, monitoring, and
error reporting. The CMS Run Control and Monitoring System (RCMS) framework
(written in Java) consists of a hierarchy of function managers which control XDAQ
applications, and allows control of the detector via web applications.

The HLT, in addition to the offline reconstruction, analysis and simulation use
the CMS Software (CMSSW). CMSSW is a framework based around an event data
model, where each event is a C++ object container for all raw (or simulated) and
reconstructed data related to a particular CMS bunch crossing or event. Individual
processing modules may be run in isolation.

1.4 Field Programmable Gate Arrays

An FPGA is a semiconductor device, based on a matrix of configurable logic blocks,
each connected via programmable interconnects. In contrast to an Application Spe-
cific Integrated Circuit (ASIC), which is custom manufactured to fulfil a specific
task, FPGAs can be reprogrammed after manufacturing at the discretion of the user.
Outside of High Energy Physics (HEP), FPGAs are used widely in many fields.
Some examples include aerospace and defence, ASIC prototyping, high performance
computing and data storage centers, wired and wireless network packet processing.
Modern FPGAs contain Digital Signal Processors (DSP), Random Access Memory
(RAM), and multi-gigabit transceivers. As they have not been designed for a specific
use, in general FPGAs must be run slower, and with lower energy efficiency, than
custom ASICs designed for a specific purpose.

In HEP, FPGAs have been proven to be extremely useful for fast data processing
when workloads can be heavily pipelined or parallelised, in particular for trigger
and DAQ operations. Utilisation of commercial FPGA technology allows increased
flexibility, and reduced risk (and cost) when compared to developing an ASIC to do
the same task. As a consequence of the required radiation hardness and low power
dissipation, customASICs are still envisaged to be used for all aspects of the detector
front-end; however, in the back-end processing, FPGAs are now the standard across
HEP.

The behaviour of the FPGA is defined by the user in a Hardware Description
Language (HDL) such asVHDLorVerilog (or occasionallywith a schematic design).
This code is often called FPGA firmware. An electronic design automation tool,
usually provided by the FPGA vendors, is then used to generate a netlist that can be
mapped onto the chip through a series of place, route, timing analysis and verification
steps. The output of this process is a binary file that can be used to reconfigure the
FPGA to the desired circuit. FPGA vendors and third parties often provide a library
of verified and tested predefined circuits known as IP cores, which can be used for
common tasks.
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Several large corporations specialise in the design of FPGA chips. Themajority of
FPGAs used in HEP are designed by either Xilinx, Inc., or Altera Corporation (now a
subsidy of Intel Corporation). This thesis presents work donewithXilinx FPGAs [27,
28], which are the standard adopted by the CMS tracker for future back-end data
processing applications. The use of Altera devices [29, 30] has been considered,
however they were ultimately rejected as a result of fewer high speed transceivers
when compared to equivalently priced Xilinx counterparts. In addition, effort would
be required to port existing Xilinx compatible firmware to Altera devices, as IP cores
are not usually cross-compatible.

FPGAs may be categorised by their available logic resources. Firmware designs
presented in this thesis will be given alongside their resource usage in terms of several
important quantities. These quantities are as follows:

• DSPs are specialised microprocessing blocks that are designed to multiply and
accumulate fixed-point bitwise data in parallel.

• Look Up Tables (LUT) are small memory units that can be used to implement an
arbitrarily defined boolean function (such as a combination of logical AND, OR,
XOR or NOT). In Xilinx devices a LUT has four boolean value inputs, the values
of which can determine an output boolean value.

• Flip Flop (FF)s, also known as registers, are used tomaintain the state of the FPGA
between clocks, and keep the data moving in a synchronous way based on the edge
of a digital clock.

• Block RandomAccess Memory (BRAM) is a dedicated two-port memory module
containing 36Kb of RAM each.

Further detail on the resources and functionality available within the currently
available Xilinx Virtex 7, Xilinx Ultrascale, and Xilinx Ultrascale+ family of devices
can be found in their respective Xilinx product data sheets [27, 28].
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Chapter 2
The CMS Phase II Upgrade

2.1 The High-Luminosity LHC

In order to fully exploit the scientific potential of the LHC, it is planned to operate
the machine at a higher average instantaneous luminosity, L = 5–7.5 × 1034/cm2/s
from 2026 onwards, following a 30month-long shut down. This luminosity is equiv-
alent to 140–200 proton-proton collisions per 40MHz bunch crossing. The total
integrated luminosity target of 3000–4000 fb−1 by 2038 should allow more precise
measurements of the Higgs boson couplings, and an improved discovery reach for
new particles with multi-TeV masses, and/or low cross-sections [1].

2.2 Motivation for an Upgraded CMS Tracker

Long Shutdown 3 (LS3) is a 30month shut down of the LHC, scheduled to last from
2024 to 2026, in which themachine upgrades that allow high-luminosity runningwill
be installed. At this same time, major installation work is planned for the LHC detec-
tors, both for requiredmaintenance and upgrade. Alongsidemany other upgrades, the
CMS detector will be installing a new silicon tracker (CMS Phase II Outer Tracker)
[2, 3], a new pixel detector (CMS Phase II Inner Tracker) [2, 3], and a High Granu-
larity Calorimeter (HGCal) [4] which will replace the current endcap ECAL.

During the shutdown commencing in 2024, the CMS tracker must be completely
replaced, primarily due to the accumulation of radiation damage to the silicon sensors
by this time. Maintaining the current track reconstruction performance under the
increased pileup conditions of the HL-LHC will be a significant challenge when
designing the new tracker. To keep the misidentification (fake) rate low, the new
tracker will need a finer sensor channel granularity. It must also be significantly
more radiation hard [5]. The offline tracking efficiency and fake rate for tt̄ event
tracks with a pT > 0.9GeV are shown in Fig. 2.1. The blue markers represent the
expected performance if the tracker was not replaced. By LS3 it will have received
radiation damage from the 300 fb−1 delivered by the LHC by that time. In addition,
the higher pileup value of 140 significantly increases the misconstructed track rate.

© Springer Nature Switzerland AG 2019
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Fig. 2.1 Tracking efficiency (left) and fake rate (right) for the current CMS tracker at 50 pileup
without ageing (black), and at 140 pileup with ageing (blue) [2]

It is clear from Fig. 2.1 that significant performance reduction in comparison with
the present operation would occur if it was not replaced in time.

A major new feature that has shaped the design of the new tracker is the ability to
read out some (limited) tracking information at 40MHz to the L1 trigger. Data from
the Outer Tracker could be used to keep the L1 acceptance rate below the expected
750kHz maximum, without loss in sensitivity to interesting physics. Simulations
suggest that the provision and use of tracking information at L1 in the form of
fully reconstructed tracks with pT > 3GeV is a necessity if trigger performance is
to be maintained or improved upon relative to the low luminosity conditions. It is
estimated that under a high pileup scenario (200 pileup), the L1 ratewould not exceed
the 750kHz maximum if tracks were used to enhance the discrimination power of
the trigger for a given set of pT or energy thresholds. Conversely, without the use
of tracks, but under the same conditions, the L1 rate would be expected to exceed
4MHz[3, 6].

2.3 The Phase II Outer Tracker Design and Geometry

Figure2.2 shows two proposed Phase II Outer Tracker geometries [2]. The Outer
Tracker provides radial coverage in the region 21 < r < 112cm. Six cylindrical
barrel layers cover the region |z| < 120cm and five endcap disks on each side provide
coverage up to |z| < 270cm. This configuration was chosen to ensure that tracks
originating within the expected luminous region (where the beams intersect) will
pass through a minimum of six tracking layers up to about |η| = 2.4. This is required
to ensure robust track finding performance at L1, even in the event of one such layer
becoming inefficient.
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Fig. 2.2 A tilted barrel (upper) and flat barrel (lower) design of one quadrant in the r − z plane of
a proposed upgraded Outer Tracker layout, showing the 2S (red) and PS (navy) module placement.
The tilted barrel map shows the (fully pixel) Inner Tracker in yellow and light blue

Performance simulations (including simulated physics event samples used
throughout this thesis) rely on Molière’s formula [7, 8] for the RMS width of the
central 98% of the projected multiple Coulomb scattering angle. For a particle with
velocity β, momentum p [GeV/c], and charge q:

θ2
RMS =

(
13.6 qMeV

βcp

)2 x

X0
[1 + 0.038 ln (x/X0)]

2 , (2.1)

where x is the thickness of the material, with radiation length X0, traversed. Total
multiple scattering errors are estimated by adding the contributions from each layer
in quadrature. Fewer tracking layers, thinner sensors (about 300µm compared to
500µm in the OT), and improved service routing allow the Phase II tracker to
contain significantly less material than the present tracker, as shown in Fig. 2.3. The
method and parameters for these results, and the Monte Carlo simulation of LHC
events in the Phase II tracker are described in more detail in [2].
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Fig. 2.3 Material budget of the current (Phase I) tracker (left) and the proposed Phase II tracker
with tilted barrel geometry (right) [2]. Material in the Inner Tracker is shown in red, and material
in the outer tracker is in blue. The histograms are stacked

2.4 The pT-Modules

A new type of tracker module has been developed to allow real-time track-triggering
despite the bandwidth limitations that prevent every tracker hit to be read off-detector
at 40MHz[9–11]. The design of the new modules, (known as pT-modules), exploits
the knowledge that tracks with high pT are usually most relevant to physics recon-
struction. Two closely spaced silicon sensors, bonded to a single read-out ASIC, are
used to record pairs of clusters within correlation windows compatible with a high
pT (low bend) charged particle. This is depicted in Fig. 2.4.

The correlation windows and sensor separation vary depending on radius and
whether the module is in the barrel or endcap. In addition, twomain types of modules
are being produced, each optimised for use at different radii. The parameters of these
modules are shown in Table2.1. Two-Strip (2S) modules are designed to operate at
r > 60cm, and consist of two sensors (upper and lower), each containing two sets
(left and right) of 1016 silicon strips of size 5cm×90µm.Each sensor consists of two
isolated half-sensors, allowing half-module granularity in the direction transverse to
the strip length. The Pixel-Strip (PS) modules are designed to operate at the higher
occupancy region r < 60cm. They consist of one sensor of silicon macro-pixels to
provide finer granularity in the direction approximately transverse to the particle
trajectory (the z direction in the barrel, and the r direction in the endcaps), and one
sensor of silicon strips. These modules are designed to operate at −20 ◦C. In total,
there are expected to be 7680 2S and 5616 PS modules in operation. It should be
noted that stub data will not be sent from modules located at |η| > 2.4, as tracks at
these pseudorapidity would leave hits in too few layers for L1 track finding.

Each pT module will be served by one upstream and one downstream transmit-
ting optical fibre, which directly interfaces to the first layer of back-end electronics.
Depending on the module radius, these links will be capable of transferring data
off-detector at either 5.12 or 10.24Gb/s, providing an effective bandwidth of be-
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Fig. 2.4 Cluster matching in pT-modules to form stubs. a Correlating closely spaced clusters
between two sensor layers, separated by a few mm, allows discrimination of pT based on the
particle bend in the CMS magnetic field, assuming that the particle originated at the beam-line.
b For a particle originating at the IP, the same pT corresponds to a larger distance between signals
at larger radii, for a given sensor spacing. c A larger spacing is needed in the endcap disks to
achieve the same discrimination power. The required spacing in z is given by the spacing in r
divided by tan θ , where θ is the polar angle. Only stubs compatible with tracks with pT > 2–3GeV
are transferred off-detector [2]

Table 2.1 Parameters of two-strip and pixel-strip pT-modules. The silicon strip sensors are split
into two isolated halves, whose front end chips cannot communicate

2S module PS module

Active area 2 × 90 cm2 2 × 45 cm2

Sensor one 2 × 1016 strips 2 × 960 strips

Sensor two 2 × 1016 strips 32 × 960 macro-pixels

Strip size 5 cm × 90µm 2.4 cm × 100µm

Macro-pixel size N/A 1.5mm × 100µm

Front-end power [W] 5 8

Sensor power at −20 ◦C [W] 1.0 1.4

tween 3.84 and 8.96Gb/s allowing for error correction and protocol overheads [12].
Approximately 75% of this bandwidth will be dedicated to readout of stub data from
bunch crossings every 25ns. The stub data format itself is dependent on the pT-
module type, but will contain an 11-bit address corresponding to the mean location
of the hits in the seed cluster (to the nearest half-strip), and a 3-bit (PS) or 4-bit (2S)
number, which corresponds to the distance in strips between the two clusters in the
stub, or the local bend of the particle trajectory. For PS modules only, a 4-bit address
describing the position of the stub along the sensor in the direction perpendicular
to the strip granularity is additionally provided. The remaining approximately 25%
of the module readout bandwidth will be dedicated to transmission of the full event
data including all hit strips/pixels, triggered by a L1-accept signal [2].
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The tilt of the modules in the three PS barrel layers (as can be seen in Fig. 2.2), is
required to ensure that their normals point towards the interaction (luminous) region.
This significantly improves stub-finding efficiency when compared to an entirely flat
barrel geometry as tracks that approach the module at an angle may cross both sensor
halves. As it is not possible for the front end to form stubs with hits in two different
sensor halves, this particle would not generate a stub regardless of pT. Additional
benefits of using tilted PS modules in this region are a reduced system cost (as there
are fewer modules in total), and fewer unnecessary, additional stubs, produced by
overlapping modules within a single layer. A legacy design known as the flat barrel
geometry, also shown in Fig. 2.2 does not have these tilted modules. As the majority
of the work was done before the newer design was selected, the legacy design is used
for some studies and results within this thesis, particularly for results that required the
longer lead time associated with hardware and firmware development. Software and
emulation studies are done using the tilted geometry scenario wherever possible. To
facilitate track finding studies, stub-finding logic between the two module halves is
enabled for flat barrel simulations, but this would not be possible in the final system.

2.4.1 Front-End Electronics

On-module ASIC chips are under development for use in the 2S and PSmodules. The
chips are designed for either 130, or 65nmCMOS technology. The 65nm feature size
ismore expensive, but offersmore digital logic for the same footprint and power draw,
and is therefore required for the PS module front-ends. Specialised radiation-hard
chips are needed to perform a variety of on-module applications:

• The CMS Binary Chip (CBC), is the front-end chip of the 2S modules [13, 14].
Each module hosts sixteen CBC chips, which in turn each process data from
127 strips from each sensor (254 strips in total each). The CBC is designed to find
clusters of hits with a programmable maximumwidth, and match clusters between
the top and bottom sensors to produce stub data at a 40MHz rate. In the case of an
L1 acceptance, the CBC will provide non zero-suppressed hit data in binary form.
The chip is designed with a peaking time of 20ns, and a return to baseline within
50ns. It dissipates about 130mW.

• The Concentrator Integrated Circuit (CIC) [15] buffers, zero-suppresses and ag-
gregates the data from all eight CBCs per half-module. It will deliver the trigger
data in 8 BX synchronous blocks, allowing the limited bandwidth to be shared
across time, such that local statistical fluctuations in hit rate can be smoothed. The
same concentrator chip will be used to transfer data from the PS modules. It must
therefore be a dual speed chip, that can be configured to match either 5.12Gb/s or
10.24Gb/s requirements.

• The Strip Sensor ASIC (SSA) is one of two 65nm CMOS chips designed for the
PS module front-end. The SSA processes the signals from the PS module strip
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sensors, and sends zero-suppressed cluster data at 40MHz to the corresponding
macro-pixel front-end chip, the Macro Pixel ASIC (MPA).

• Sixteen MPA[16] chips are bump-bonded to each macro-pixel sensor. The result-
ing Macro-Pixel Sub-Assembly (MaPSA) contains approximately 30,000 bump-
bonded macro-pixels. The MPA processes and zero-suppresses the hits from each
connected macro-pixel. It then correlates the hits with those received from the cor-
responding SSA chip, to produce trigger stubs at 40MHz. The MPA is designed
for a peaking time of 24ns, and a return to baseline within 50ns.

Additionally, the CMS tracker will take advantage of common electronics devel-
opments at CERN. The following chips are examples of this:

• The Low-power Gigabit Transceiver (LpGBT) [12, 17] radiation hard serialiser
will provide up to 10.24Gb/s up links (with the option of 5.12Gb/s in exchange
for reduced power consumption), and 2.56Gb/s down links, and will be qualified
for a total fluence of 2 × 1015 neq/cm2. The LpGBT must also be Single Event
Upset (SEU) robust. In the tracker, the LpGBT will act as the I2C master of the
modules, and will therefore control, monitor and configure the front-end ASICs.

• The Versatile Link Plus (VL+) [18] will be a radiation hard optical link driver that
matches the up and down bandwidth of the LpGBT.

• DC-DC converters will be mounted on the modules to deliver the input voltages
required by the front-end electronics. This allows ohmic losses to be minimized
in the supply cables.

In contrast to the original CMS tracker, the front-end will deliver only binary data.
This is required to reduce the data size in the high pileup environment, so that it can
be read-out within bandwidth limitations. As a consequence, with the exception of
the analogue front-ends, the electronics system will be fully digital. Binary data also
negates the power requirements for detector Analog-to-Digital Converter (ADC)s,
which are estimated to consume 1mW per channel. The design has been shaped to
account for a four-to-one ratio of trigger to DAQ data.

2.4.2 Sensor Type

In general, n-on-p type silicon sensors will be used. Measurements suggest that sen-
sors with holes (in contrast to electrons) for signal generation suffer a greater degra-
dation in charge collection following radiation damage. Radiation surface damage
increases inter-strip capacitance, and therefore noise, for p-on-n type sensors. In con-
trast, surface damage causes signal sharing between strips for n-on-p type sensors,
but this is mitigated by a p-doped structure surrounding the strips, which isolates
them. Simulations and radiation tests have shown that the chosen sensor types will
be able to maintain performance after radiation fluence, meeting (or exceeding) what
they will be subject to at the HL-LHC[3, 19].
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2.5 Module Prototyping and Beam Tests

Both 2S and PSmodule prototypes have been developed to evaluate performance and
robustness. These prototypes have been tested in fixed target beam facilities. Beam
facilities allow the verification of the stub-finding performance of the modules, both
before and after significant radiation exposure.

One such prototypemodule is the 2Smini-module, shown in Fig. 2.5. Thismodule
consists of two stacked 5cm (254 strip) long strip sensors on an aluminium frame,
wire-bonded to two prototype CBCs. Three full-sized 2S module prototypes have
also been assembled at CERN. They contain two full size 2S sensors (10cm, 1016
strips), connected to sixteen prototype CBCs.

A prototype MAPSA (the MAPSA-light), and a PS micro-module consisting of
two stacked MAPSA-light assemblies with approximately 3.3mm sensor separation
have also been assembled [2]. The MAPSA-light [20] is a bump bonded assembly of
up to six small prototype MPAs, each with 48 readout channels, to a small macro-
pixel sensor of size 1.2cm×0.78cm.

2.5.1 Test Beam Apparatus

Test beam experiments for the 2S prototype modules utilised the (EU-funded) AIDA
telescope [21], a tracking detector comprising six planes of silicon sensors for accu-
rate track reconstruction. In addition, a fast-timing reference plane [22] consisting
of a pixel sensor bump bonded to the ATLAS pixel readout chip (the FE-I4) is used
for accurate timing resolution, and a pair of crossed scintillators located at either
end of the telescope are used for trigger generation. The synchronization of the data
streams from the 2Smodule, the sensor planes, and the fast timing plane is performed

Fig. 2.5 (Right) A full sized 2S module prototype (1.8mm sensor spacing variant), equipped with
eight CBC prototype chips, and two 10cm long silicon strip sensors [2]. (Left) A 2S mini-module,
assembled from a small prototype hybrid containing two prototype CBC readout chips, and two
5cm long strip sensors mounted in an aluminium frame [2]
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by an FPGA-based Trigger Logic Unit (TLU) [23]. Dedicated NIM logic is used to
generate the trigger signal from the output signals of the two pairs of crossing scin-
tillators at either end of the telescope. This signal is provided as input to the TLU,
which distributes it to the module under test and the telescope sensor planes. A sim-
ple handshake protocol is used to maintain synchronization between the different
detector systems during data taking.

As the telescope outputs a 112µs rolling-shutter frame (the charge is measured
over the full shutter time, and is read out by scanning across strips, meaning that not
every strip is measured simultaneously), the fast timing plane is required to correlate
the multiple tracks in the frame to the individual triggers. The fast timing plane runs
at 40MHz, allowing the required time resolution of 25ns to be achieved. The fast
timing plane also allows a sensitive region of interest to be configured, increasing
the fraction of DAQ events that correspond to tracks crossing the device under test.

The DAQ system for the CBC module tests use the CERN Gigabit Link Interface
Board (GLIB)MicroTCAboard [24]. As in the final system, communication between
the back-end and the front-end is achieved via an optical fibre connection for long
distance transmission at 4.8Gb/s using the GigaBit Transceiver (GBT) protocol.
The data received from the CBCs are processed and formatted by the firmware and
then sent to a XDAQ application that formats events in a CMS-compatible format,
and stores the data for later processing. This is done using a standard CMS online
software chain that provides a file format compatible with the CMS reconstruction
software, CMSSW. The DAQ architecture for future beam test experiments with the
latest prototype CBC, MPA and SSA chips will be based on the newer FC7 AMC
card [25], which features one Kintex 7 XC7K480T FPGA[26], providing additional
logic resources.

2.5.2 Test Beam Results

Beam test experiments can be used to validate the performance of the prototypemod-
ules. One important metric is the stub reconstruction efficiency, and its dependence
on beam incidence angle, which can be used to emulate the bending of tracks in the
magnetic field of CMS. The stub reconstruction efficiency is defined as the ratio be-
tween the number of events with at least one stub that matches a reconstructed track,
and the number of events with one track matched to the hits in the trigger planes. The
track-stub matching requires that the track and stub positions must match to within
4 σ , accounting for the spatial resolution of the devices.

The radius of curvature R (in m) of a charged particle with transverse momen-
tum pT (in eV), and charge q (in electron units), bent in the transverse plane by a
homogeneous magnetic field of strength B (in Tesla) is given by,

R = pT
qBc

. (2.2)
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Fig. 2.6 Illustration of
relationship between
incident beam angle on a
tracker module, and radius of
curvature of traversing
particle from the interaction
point (I.P.). For a module at a
given radius, r , the angle of
incidence with respect to the
perpendicular of the module,
α, decreases with an
increased radius of
curvature, R (which
corresponds to an increase in
pT). As the angles marked α

are equivalent, one can
therefore construct Eq. 2.3

Using Fig. 2.6, one can write down the relation

sin α = r/2R. (2.3)

By combining this result with Eq. 2.2, one can derive the relationship between
beam incident angle, α, and the pT of a traversing particle at radius r , within the
CMS magnetic field

pT[eV] =
(
qBc

2

)
r

sin α
, pT[GeV] = 0.57 × r

sin α
(2.4)

The stub turn on curve, the increase in stub reconstruction efficiency from 0 to
close to 1 at around pT = 2GeV is shown in Fig. 2.7, for both irradiated and non-
irradiated 2S mini-modules. The irradiated mini-module was subject to a fluence of
6 × 1014 neq/cm2, approximately twice that expected during lifetime operation at
the HL-LHC. These measurements were taken at the CERN H6B beam line, using
120GeV pions. One can see that for the non-irradiatedmodule, the turn-on threshold,
which is defined as the pT for which stub efficiency reaches 50%, was found to
be 2.16GeV. The sharp turn on, and a plateau efficiency of 99% is a successful
demonstration of the module’s target functionality to efficiently select stubs above
the chosen threshold. In the case of the irradiatedmini-module, a plateau efficiency of
above 95% is observed within the beam core (assuming the module is perpendicular
to the incoming particle in the r-z plane) [2].
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Fig. 2.7 The stub turn on curve. Stub reconstruction efficiency for an irradiated (blue), and non-
irradiated (red) 2S mini-module, as a function of pT [2]. Irradiation fluence was 6 × 1014 neq/cm2.
The threshold setting Vcth, sensor spacing d, and bias voltage Vbias are given in the legend for each
module. The Vcth values used correspond to about 4900 and 3500 electrons for the unirradiated, and
irradiated module respectively As the modules have different sensor spacing, different radii (68.8
and 60cm) were used to calculate a pT from the angle of incidence, using Eq. 2.4

The average stub reconstruction efficiencywasmeasuredwith a full-size prototype
2S module, per CBC chip. Across all chips, (with 2 out of 1000 strip pairs masked),
the average efficiency is measured to be 97.3%. This is approximately 2% lower
than that observed in the 2S mini-module test, which is a result of a contamination
of events where the module and telescope were not synchronised.

As can be seen in Fig. 2.8, the expected dependence on pT and cluster matching
windows�x (inmacro-pixel units) is observed inMAPSA-light beam tests at FNAL.
For a value of �x ≤ 4, a resolution of 6.5% is measured at 2.2GeV.

2.6 Back-End Electronics

The proposed data path for the upgraded tracker is depicted in Fig. 2.9. The first
layer of off-detector readout electronics will be the Data, Trigger, and Control
(DTC) boards. These custom-developed boards will comply with the ATCA form-
factor [27], and will contain commercial FPGAs, and opto-electronics transceivers.
This board will be designed to pre-process the stub data before transmission to a
downstream track finder layer. It must also extract and package the full event data,
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Fig. 2.8 Stub reconstruction
efficiency of a PS
micro-module, the prototype
MAPSA, at a 120GeV
proton test beam, at
FNAL[2]. The denominator
is determined by tracks
reconstructed offline. This
fraction is given as a
function of pT (at a reference
radius of 51.7cm), for values
of �x , the number of
macro-pixels between the
clusters in the top and
bottom module sensor  (GeV)
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which will be sent from the front-end in the case of an L1 trigger acceptance. Finally,
it will be required to provide timing and control paths to the on-detector modules.

The output of the track finder will be sent to the L1 correlator layer. Here, the
tracks will be combined with the trigger primitives from other sub-detectors, and a
global trigger decision will be formed. In order to make the trigger decision, and
relay that information back to the front-end (which has a finite event buffer that must
be triggered within 12.5µs) in time, it is anticipated that the L1 correlator will need
the tracks within 5µs of the collision. This number is estimated by budgeting 0.5µs
for each of the following operations, based on experience with similar algorithms of
binning, sorting and routing fixed point quantities of a certain size, as implemented in
the current trigger: primary vertex finding; matching tracks with calorimeter and the
muonobjects; calculating anewL1objectwith the combined information; calculating
the isolation of the muon and calorimeter objects [3]. A further 1µs is budgeted for
global processing such as global sums, kinematic calculations and trigger logic. The
propagation of the trigger decision back to the front-end will require another 1µs
(including SERDES and other delays). A safety margin of 30% is then applied, the
amount by which the original CMS trigger exceeded its target latency. As one must
also budget 1µs for the stubs to arrive at the DTC, the stub pre-processing and track
reconstruction and fitting must be accomplished within 4µs.

Each track finder and DTC crate must also be equipped with a common card, the
DAQ and Timing Hub (DTH). The DTH will be an ATCA card, and will provide
timing and control distribution, as well as the DAQ path for the leaf cards in the
crate. It will convert the data to a commercial network protocol such as 100Gb/s
(4 × 25Gb/s lanes) Ethernet.

The following chapters will present a detailed discussion of the functionality
and scope of the track finding layer, which consists of a number of Track Finding
Processor (TFP) boards. This thesis will present what has been achieved to date in
demonstrating the feasibility and performance of a such an object, with currently
available technology.
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Chapter 3
The Track Finder Demonstrator

From LHC Run 4, CMS will require the use of fully reconstructed tracks with pT >

3GeV to maintain or improve trigger performance with respect to running at design
LHC luminosity. Simulations suggest that the use of fully reconstructed tracks as
an additional discriminatory handle could reduce the L1 accept rate at a 200 pileup
scenario from 4MHz to below 750kHz. Trigger requirements will dictate whether
the track finder must also reconstruct tracks down to as low as 2GeV. This decision
must be made on a trade-off between physics potential and the financial cost required
to process and read out the increased number of stubs.

3.1 L1 Tracking Requirements

In order to ensure that the L1 tracks are useful to the L1 trigger, they must meet
certain criteria of efficiency, purity, and resolution.

To facilitate single lepton triggers, the highest possible efficiency should be tar-
geted for pT > 20GeV isolated electron andmuon tracks. A high efficiency for lower
pT leptons is also required for dilepton triggers. Jet vertexing (the determination of
a vertex position from which the jet originates) is required for the trigger to perform
well in the high pileup conditions expected at HL-LHC. For this reason, the L1 track
finder must find a substantial enough number of charged hadrons in each jet to deter-
mine the jet vertex. Higher pT tracks in jets are particularly important for track-based
missing transverse energy triggers. A low fake track rate at L1, especially at high
pT, is also important for these triggers as they would generate false signals. For use
in the trigger it is important that tracking works well up to η < 2.4. The isolation
performance degrades by about 5% when tracks are reconstructed only down to 3
rather than 2GeV [1]. As the tracker is designed to measure particle pT with high
precision, the L1 pT resolution will be better than is required for muon selection.
Similarly, η and φ0 resolution must be precise enough to match tracks with muon
trigger and calorimeter information, but full tracker resolution may not be required.
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For pileup mitigation it is important that the L1 track finder is able to achieve a
resolution of a few mm in z0.

3.2 Proposed Track Finder System Architecture

To be suitable for use in CMS, a track finding system must be scalable, configurable,
and have redundancy. For this reason, a highly time-multiplexed design is desirable
[2, 3].

3.2.1 A Time-Multiplexed Trigger

Time-multiplexing is the concept of buffering data from multiple sources, but be-
longing to a single event, such that it can be transmitted to a single processor node,
over a longer period of time. Processing of sequential events can therefore be carried
out on parallel processing nodes (each corresponding to a single event). An example
of time-multiplexing, as used in the CMS trigger, is the L1 calorimeter trigger [4].
For a fixed time-multiplexing factor of P events, one would require P nodes, where
each node processes a new event every P × �P seconds, where �P is the time be-
tween subsequent events; 25ns at the LHC. In general, a time-multiplexed design
eliminates boundaries in hardware, which is especially advantageous for algorithms
that require a large field of view, or a large number of interconnects between trigger
regions. A fully time-multiplexed architecture is completely general and requires no
pre-assumptions on data organisation. Due to this generality, a full time-multiplexed
system can be built with only one type of data processing hardware.

By minimising the regional segmentation (and therefore maximising the time-
multiplexing factor, P , accordingly), it is possible to overcome the problem of trans-
ferring data between processing nodes. As a single trackmay be associatedwith stubs
that are created in multiple regions of the detector, each with a potentially separate
readout path, it is crucial that these stubs are collected into a single processing node.
As bandwidth is limited, time-multiplexing allows this to be accomplished in a direct
downstream approach, without the additional complication and latency associated
with sideways communication. A fully time-multiplexed system does not require
data sharing or duplication over boundaries, therefore by definition it requires less
data to be transmitted (but this does not necessarily mean fewer links) than any other
design architecture, for a given data resolution.

Redundant nodes can be easily added to a time-multiplexed system. By providing
spare readout links in the DTC, a redundant node can be switched in by software
if a processing node fails. Alternatively, data from 1/P events can be duplicated
into a spare node, allowing algorithm or firmware changes to be tested in the system
(on real data), without affecting operation. In addition, in a fully time-multiplexed
design, the failure of a single (time) node is equivalent to prescaling the trigger. This
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is in contrast to the failure of a single (regional) node in a conventional system, which
would cause imbalances in topological triggers. Similarly, the desynchronization of
a time node would not impact the remaining nodes.

As just one time node is required to demonstrate the entire system, a time-
multiplexed design allows a verified node to be scaled up with confidence. This
is different to a regionally segmented design where regional differences may mean
different firmware, bandwidth requirements, and challenges. In addition, commu-
nication between regional sectors can add additional latency and complication, and
should also be demonstrated properly. As the firmware in a time-multiplexed design
is identical within each time-node, a time multiplexed design is likely to require
fewer different firmware builds, and a simpler firmware (and software) management
and deployment strategy than a regionally segmented trigger. It should therefore also
be easier to make changes to the firmware without altering data paths.

3.2.2 Data Delivery and Regional Segmentation

By treating the DTC as the first layer in a time-multiplexed system, it should be
feasible to stream the full set of stubs for a large fraction of the detector into a time
node, or TFP.While it would be desirable to transfer data from the entire tracker into
a single processing node, in practice this is limited by the number of input links and
overall bandwidth into a single FPGA processor. In addition to time-multiplexing,
it is therefore required to divide the tracker into nine (symmetric) regional sectors,
henceforth called nonants, where it is ensured that all stub data required to reconstruct
tracks within each nonant are contained within a single processing node. This works
because the tracker modules are cabled to the DTC boards such that a given sub-set of
(NDTCs/9) DTC boards are guaranteed to receive data only from modules positioned
in a single φ-nonant of the detector [5]. Until 2017, the proposed cabling scheme was
based on a eight-fold symmetry, which naturally leads to a tracker segmentation into
eight (symmetric) octants in φ. As a result of this, this thesis includes some results
with an octant segmentation, where the flat barrel geometry is used. All results
given for the tilted barrel geometry assume nonant divisions. Due to the nonant
segmentation, one redundant time-node would require nine additional TFPs.

The proposed system architecture is depicted in Fig. 3.1. In order to handle du-
plication of data across hardware boundaries a simplification can be applied at the
DTC-TFP interface. Defining processing nonant (octant) boundaries that divide the
tracker into uniform 40 (45) degree φ-sectors, each rotated by approximately 20
(22.5) degrees in φ with respect to the cabling nonant (octant) boundaries, implies
that a DTC handles data belonging to no more than two neighbouring processing
sectors. The first step of the DTC is to unpack and convert the stubs from the front-
end links to a global coordinate system. A globally formatted stub can be described
adequately with 48 bits. This is followed by an assignment of every stub to one of
the two regions, or if it is consistent with both, by duplicating the stub into both pro-
cessing sectors. This duplication would occur whenever a stub could be consistent
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Fig. 3.1 Preliminary system architecture, whereby DTCs in two neighbouring detector nonants
time-multiplex and duplicate stub data across processing nonant boundaries before transmission
to the TFP boards. With 18 time nodes, and nine processing nonants, the full track finding system
would consist of 162 TFPs. Duplication regions are defined in Chap. 4

with a charged particle in either processing sector, from the knowledge that a track
with pT = 2 or 3GeV defines a maximum possible track curvature. In addition, the
measurement of the stub local bend can also be employed to minimise the fraction
of stubs duplicated to both sectors. The exact logic is identical to that which will be
described to assign stubs to sub-sectors in φ in Sect. 4.3.

As described, an advantage of a time-multiplexed design is the ability to demon-
strate a full track-finder with a very small quantity of hardware; demonstration of one
processing node is equivalent to demonstration of all processing nodes. This sim-
plicity has allowed a TFP demonstrator to be built with currently available hardware.
As this demonstrator is constructed with currently available hardware (with limited
bandwidth capability), it is designed to process one sector (specifically one octant) of
the tracker at a time, but with an extended time-multiplex period of 36, in comparison
to the proposed final system which is envisioned to have a time-multiplex period of
18, and will be discussed in Sect. 7.1.

3.3 The Track Finder Demonstrator

3.3.1 Overview of Firmware Architecture

The proposed TFP and its demonstrator are divided into a number of individual steps
and components, each of which are described and justified in the following chapters.
Each of these steps can be operated standalone, or in a complete chain from TFP
input to TFP output.

• Hough Transform (HT) - A highly parallelised first stage track finder that identifies
groups of stubs that are coarsely consistent with a track hypothesis in the r − φ

plane, reducing combinatorial background in the downstream steps. The Hough
transform itself is preceded by a Hough Transform Preprocessor (HTP), which is
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responsible for organising the stub data into a convenient format and subdividing
the stubs from the sector into finer sub-sectors in η and φ to simplify the track find-
ing task and to increase parallelisation. The HT and its preprocessor are described
in detail in Chap. 4.

• Track fitter - A track cleaning and precision fitting algorithm which acts on the
set of track candidates to remove fake tracks, remove unwanted stubs from track
candidates, and calculate fitted helix parameters. This thesis presents the option
of a Kalman Filter (KF), as described in detail in Chap. 5.

• Duplicate Removal (DR) - A filter that uses the precise fit information to re-
move any duplicate tracks generated by the HT that remain following the track fit.
Section 5.5.1 describes the proposed duplicate removal algorithm and implemen-
tation. In the demonstrator TFP the DR firmware is implemented within the same
FPGA as the track fit.

These TFP algorithms and their order are shown in Fig. 3.2, and relate to the
firmware components described in the following chapters. As the hardware is not yet
available to fit all the required logic for a proposed TFP onto one processing card, it
has instead been chosen to use several currently available FPGA processing cards to
emulate the FPGA logic resources that may be available in a final TFP. To this end,
eight MP7 boards (see Sect. 3.3.2.1) are currently used for the demonstrator chain.
The TFP itself is implemented on five boards: one being used for the HTP, two for
the HT, and two more for the KF (including the DR).

An additional board, the sink, is used to capture the track-finder output from up to
thirty simulated physics events before being read out via the IPbus protocol [6].

Two boards, named sources, each represent data from a set of up to 36 DTCs.
Each source board is implemented as a large buffer for the storage of stub data
from a detector octant, where the data are loaded directly from simulation via the
IPbus protocol. Each output stream from the source boards represents a separate
DTC, injecting pre-formatted 48-bit stubs into the HTP, and is capable of playing

Fig. 3.2 A diagrammatic overview of the TFP algorithms, which are each described in detail in the
following chapters. The connectivity between the demonstrator TFP, and the proposed DTC and
L1 trigger layers is shown. In this diagram, each box (bordered by dashed lines) does not represent
an individual FPGA or processing card, but instead a step in the TFP algorithm. All steps within
the center box (bordered by dotted lines) are part of the demonstrator TFP
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Fig. 3.3 An overview of the Stage 1 TFP demonstrator, illustrating the main logic components and
their interconnectivity, each described in detail in the following sections. This preliminary stage was
used to test and debug the HT firmware prior to the development of the track fitting implementations

up to thirty consecutive events through the demonstrator. Two sources are required
to emulate how data from two adjacent sectors can feed a single TFP with tracks that
cross the sector boundary.

The TFP demonstrator assembled in stages. Stage 1 of the demonstrator (com-
pleted May 2016) consisted of two source boards, one HTP board, three HT boards
(operating in parallel), and one sink board, optically connected as shown in Fig. 3.3.
This setup was used to demonstrate and test the rate reduction capabilities of the
HT prior to the development of the track fitting firmware. For the ultimate, Stage 2
demonstrator (completed December 2016), one fewer MP7 board was used for the
HT, and two additional boards were added (in parallel) between the HT and the sink,
for the track fitting and duplicate removal layer. An additional layer of two boards (in
parallel) was connected between the HT and the track fitting. These boards were con-
nected to allow testing of larger or unoptimised track candidate processing firmware
implementations. For the full chain demonstration presented in this thesis, these
boards were configured to run a null algorithm. The connections between boards in
the Stage 2 demonstrator are illustrated in Fig. 3.4, where each box corresponds to
one MP7.

For standalone testing of firmware blocks, or parallel data taking alongside the full
chain, an additional board is also installed in thedemonstrator crate. Thedemonstrator
crate is shown in Fig. 3.5.

3.3.2 The Demonstrator Hardware

The TFP hardware demonstrator consists of a number of daisy chained MP7 pro-
cessing cards.
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Fig. 3.4 An overview of TFP demonstrator (during Stage 2 operation), illustrating the main logic
components and their interconnectivity, each described in detail in the following sections. Each
box represents one MP7. The TFP demonstrator is capable of processing data from up to 72 input
links (one per DTC). This allows some margin in the exact number of DTCs, which is yet to be
determined

Source 
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B

HTP HT A HT B KF + 
DR A

KF + 
DR B

Sink

MCH
AMC

13

Fig. 3.5 A photograph of the demonstrator crate at Stage 2 operation. It is equipped with eleven
MP7-XEboards, anAMC13,MCHand the required optics, as shown inFig. 3.4. TheTFP algorithms
implemented in each board are labelled. The direction of data flow is from left to right

3.3.2.1 The MP7 Processing Card

The MP7 card [7], developed by Imperial College London, was designed to be a
generic data stream processor, in the MicroTCA format [8–10]. As a consequence of
this requirement, it is equipped with a fully symmetric, all-optical data interface and
a large monolithic FPGA. A photograph of the top (right hand side) and bottom (left
hand side) surfaces of the card is shown in Fig. 3.6. The chosen FPGA, the V7-690
[11], provides 80 serial links in each direction, which each run at up to 13.1Gb/s
(for the ‘−3’ speed grade variety). In practice, eight of these links are dedicated to
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Fig. 3.6 Photograph of the MP7 processing card [7]. The top side of the card is shown on the right
hand side, and the bottom side of the card is shown on the left hand side. The optics and heat sinks
are not mounted in these images. Some of the important components are labelled as follows: (1) the
V7-690 FPGA; (2) six Avago MiniPOD transceivers; (3) six Avago miniPOD receivers; (4) the
Xilinx CoolRunner-II XC2C256 CPLD [13], used for JTAG and boot management; (5) the USB-
2 interface; (6) the microSD card interface; (7) the ATMEL microcontroller; (8) the MicroTCA
backplane connector; (9) two 72Mbit QDR-II SRAM chips; (10) CPLD and JTAG interface

backplane connections such as a PCIe, a SATA, and a Gigabit Ethernet line. The
V7-690 also contains 3600 DSPs, 1470 Block RAMS, 433,000 LUTs and 866,000
Flip Flop registers. This chip was selected due to its high resource density, which
fulfils the requirements of the CMS Phase I trigger [12], where complex triggering
algorithmsmust be executed within a fewµs. The high bandwidth and logic resource
count of this chip, and the flexibility of the cardmake theMP7 ideal for demonstrating
the Phase II track finder with currently available technology.

Six Avago MiniPOD optical interface transmitters and receivers [14] (for a total
of twelve MiniPODs), are mounted on the MP7. Each of these transmitters/receivers
provides twelve optical links, each running at up to 10.3Gb/s. On the front panel,
four standard 48-way MTP connectors are mounted, of which only 36 channels are
used per connector. Two MTPs are dedicated to transmitting, and two to receiving
data.

Up to 2 × 72Mb of fast (550MHz DDR) static RAM is also mounted on the
card. In addition an Atmel AT32-UC3A-3256 microcontroller [15] is used for IPMI
communications and monitoring, a USB-2 interface, and a microSD card interface.

The MP7 dissipates about 75W when under load, of which approximately 35W
is dissipated by the FPGA [16].

Infrastructure tools were developed for the MP7 [17], including core firmware
to manage transceiver serialisation/deserialisation, data buffering, I/O formatting,
board and clock configuration as well as external communication via the Gigabit
Ethernet interface. A diagramof theMP7 infrastructure firmware is shown in Fig. 3.7.
Any algorithms deployed are segregated from the firmware responsible for these
tasks, allowing a system such as the TFP demonstrator to be built up of processing
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Fig. 3.7 Diagrammatic representation of theMP7 infrastructure, as used in the track finder demon-
strator. Additional components of the infrastructure firmware such as the DAQ and readout control
are disabled for the track finder demonstrator, as they are unused but take up a significant fraction
of FPGA resources. Data enter the algorithm via MGTs. External (such as those coming from the
AMC13), and internal clocks are supported

blocks, each running on a singleMP7, daisy-chained togetherwith high-speed optical
fibres. Division of the demonstrator in this way allows firmware responsibilities to
be easily divided between personnel, provided I/O formats between the processing
blocks are defined. Parallelising or daisy-chaining algorithms across multiple boards
allows estimation of final systemperformance,without limitations from the resources
available in currently available technology. In addition, an upper limit on the total
FPGA logic requirements for a future processing card can be extracted from the
demonstrator, as detailed in Sect. 7.1.

The control software used for the MP7 demonstrator uses IPbus, a MicroHAL
protocol in a C++ Python wrapper, as shown in Fig. 3.8. The Python interface is
known as the MP7Butler, and the track trigger control software (also in Python)
inherits many of theMP7Butler methods, with some additional custom classes. With
this software, a simple command line interface can be used to upload new firmware
images, modify settings (via registers) within the firmware, upload user-created data
into buffers, and play data patterns through the firmware. It can also be used to print
and parse readout data that comes over IPbus/MicroHAL.

The specific variant of MP7 used for the demonstrator is the MP7-XE, which is
equipped with an FPGA specified to a ‘−3’ speed grade. This speed grade is required
for some of the more complex and large track finder firmware implementations to
run at 240MHz.
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Fig. 3.8 Diagrammatic
representation of the track
trigger demonstrator control
software

3.3.2.2 The Demonstrator Apparatus

The demonstrator is located at the TIF, a large hall at CERN dedicated to testing
and commissioning CMS tracker electronics. The demonstrator consists of one dual-
star MicroTCA crate [8], with vertical air cooling (shown in Fig. 3.5). Dual-star is a
backplane topology whereby two dedicated hub slots each connect to all node slots.
This is used for redundancy in the control hub modules. To provide the space needed
for large and power hungry (35 × 35mm, order of 50W) FPGAs, double widthAMC
cards are required. Whereas typical dual width AMC crates contain 14 node slots,
two hub slots, and two power module slots; the crate used for the demonstrator has
been customised for the high power requirements (up to 1kW per crate) of the CMS
trigger [18] to contain 12 node slots, two hub slots, and four power module slots.
This allows extra and redundant power when compared to the typical design. Each
power module can provide up to 800W, is rated to 65 ◦C, and operates with 91%
efficiency. The powermodules aremanufactured byVadatech [19]. The demonstrator
draws up to 500W from each of two power modules, with the additional two used
for redundancy. Whereas typical MicroTCA crates allow one RTM per node, the
customised crate allows only six, none of which are used in the demonstrator. The
crate is manufactured by Schroff [20].

A standard control hub module, the (single width) MCH, manufactured by
N.A.T [21] provides Gigabit Ethernet communication as well as other standard I/O.
Typically the second hub slot is used for a redundant standard control hub module,
however in the demonstrator (and the CMS trigger) one hub slot is used for CMS
specific functions, and is occupied by a specific single width auxiliary card known
as the AMC13 [22] that distributes a common 40MHz clock, and fast controls, to
each node card. It is equipped with a Kintex-7 FPGA [11], and is 10Gb/s compatible
both on the backplane, and via 1–3 optical fibres on the front panel. The AMC13 is
also capable of collecting full DAQ data from the node cards, but this is not used in
the demonstrator. The use of the second hub slot for the AMC13 removes hub slot
redundancy from the system.

TheTFP algorithms are implemented on a set of fiveMP7-XEcards. Figure3.5 is a
photograph of the demonstrator crate, with the algorithms implemented in eachMP7
labelled. The crate is installed in a standard CERN rack, which has been equipped
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with a turbine, water cooling heat exchangers and an air deflector to ensure sufficient
removal of heat. The rack also provides 3-phase power. ADell PowerEdge R620 rack
PC is connected to the MCH over Ethernet, and is used to control the demonstrator,
inject and retrieve data, and run the demonstrator scripts and DQM software.
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Chapter 4
The Hough Transform

4.1 The Hough Transform Algorithm

The classical HT is widely used to detect parametrically described curves such as
circles or lines in an image that can contain noise or partial occlusion. Following
the invention of the linear HT for machine analysis of bubble chamber photographs
[1], the HT was generalised to identify positions of arbitrary shapes [2]. This chapter
describes how it is possible to use the linear two dimensional HT to find track
candidates within the r − φ plane of the Phase II CMS Outer Tracker, in real time.

In Sect. 2.5.1 it was shown that it was possible to derive the relationship between
beam incident angle and pT using standard geometry shown in Fig. 2.6 and the
radius of curvature, given as a function of pT in Eq. 2.2. This is accurate only if the
assumption is made that particles relevant to the L1 trigger originate at or close to
the interaction point.

Using Fig. 4.1 to understand the relationship betweenα;φ0, theφ direction (angle)
of the track in the transverse plane at the origin of CMS; and the local φ coordinate
of the stub, simply labelled φ, it is possible to show that the path of the particle in
the transverse plane can be written as

r

2R
= sin(φ − φ0). (4.1)

This formula uses the same units as Eq. 2.2.
For tracks with pT > 2GeV, the radius of curvature is large (at least 1.75m) so

the small angle approximation can be used, which gives

r

2R
≈ φ − φ0. (4.2)

In practice φ is defined relative to the centre of each sector, so edge effects at 2π or
0 do not need to be considered. In the scenario where the particle is assumed not to
interact further within the detector (e.g multiple scattering and bremsstrahlung are

© Springer Nature Switzerland AG 2019
T. O. James, A Hardware Track-Trigger for CMS, Springer Theses,
https://doi.org/10.1007/978-3-030-31934-2_4

39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-31934-2_4&domain=pdf
https://doi.org/10.1007/978-3-030-31934-2_4


40 4 The Hough Transform

0

I.P.

stub

particle

tangent 
to stub

 = 0 line

Fig. 4.1 Illustration of the angles involved in the derivation of the HT formula. The black dot
represents the Interaction Point (I.P.), the red dot represents the position of the stub, the particle
trajectory is shown by the dotted purple curve, the green line represents the tangent of the particle’s
trajectory at the stub position, and the yellow line represents the tangent of the particle’s trajectory
at the interaction point. Same coloured lines are parallel

ignored), one can assume that the (r, φ) coordinates of any stub produced by this
particle must be compatible with this trajectory.

Combining this result with Eq. 2.2 one obtains the relation between the (r, φ)

coordinates of a single stub, and a corresponding straight line in the Hough-space
(q/pT, φ0),

φ0 = φ −
(
Bcr

2

)
q

pT
. (4.3)

It is now evident how one can transform a stub with coordinates (r, φ) to a line with
intercept φ0 and a gradient proportional to r .

Lines in Hough-space that correspond to the set of stubs produced by the same
particle, will intersect at a single point (for now ignoring detector resolution effects).
One can therefore apply this transformation to a set of stubs, and identify stubs
associatedwith the same particle track from those thatmeet at a stub-line intersection.
The intersection point also determines the (q/pT, φ0) track parameters. The process
of transforming a set of stub locations in Cartesian space, to a set of lines (and a
corresponding intersection point) in Hough-space is depicted in Fig. 4.2.

In this Hough-space, the gradient of each stub-line is proportional to the radius r
of the stub, so is always positive. It is preferable to instead measure the radius of the
stub using the variable rT = r + T , where T is a chosen offset, to ensure that a given
track consists of stubs with a suitably wide range of positive and negative gradients
in (q/pT, φ0)-space. This improves the precision with which one can measure the
intercept point in a finitely granular array (which is necessary for implementation in
firmware). This transforms Eq. 4.3 into

φT = φ −
(
BcrT
2

)
q

pT
(4.4)
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Fig. 4.2 Illustration of the HT. a shows the trajectory of a single particle and the stubs that it
produces in the Cartesian x − y plane. b shows the same six stubs as lines in (q/pT, φ0)-space.
Here each stub is represented by a straight line, and the point where the lines intercept both identifies
a track, and determines its (q/pT, φ0) parameters. c shows the same six stubs in Hough space once
subject to the transformation rT = r + T . Figure d shows the digitised version of (c), where the
Hough space is represented as an array. In d, the stub bend values are used to restrict the binning
range in q/pT

where the track parameters are now (q/pT,φT ), whereφT is the trackφ at a chosen
radius T . In this new Hough-space, the stub-line gradient is proportional to rT , so
can be either positive or negative, as depicted in Fig. 4.2. The use of both negative
and positive stub-line gradients improves the precision with which the intersection
point can be measured, resulting in fewer mis-reconstructed or duplicate tracks.

To implement the HT algorithm in FPGA logic, it is necessary to subdivide the
Hough-space into an array of cells, with an array range |q/pT| < q/pmin

T in one axis
(where for our purposes pmin

T = 2 or 3GeV), andφmin
T < φT < φmax

T in another axis.
Stubs are binned into any cell that their stub-line passes through, and a cell with a
certain number of hits can be marked as a track candidate. In general, the finer the
array granularity, the more effective the HT (fewer combinatorial fakes). It has been
found, however, that the cell size (or array granularity) could not be reduced beyond
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approximately 6.136mrad, corresponding to 1024 φT bins for the entire 2π range of
φT without making the HT sensitive to deviations from Eq. 4.4 caused by multiple
scattering or detector effects. Typically around 32 (48) bins in q/pT are used for
pmin
T = 3(2)GeV. This choice will be explained in Sect. 4.2.1.
A track candidate is identified if stubs from a minimum number of tracker barrel

layers or endcap disks accumulate in an HT cell. Primary charged particles with
pT > 2GeV and |η| < 2.4 are usually expected to traverse at least six of these
stations. However, to allow for detector or readout inefficiencies, and for imperfect
geometric coverage, the default threshold criteria used to identify a track candidate
only require stubs in at least five different tracker barrel layers or endcap disks, and
this requirement is reduced to four in the region 0.89 < |η| < 1.16 to accommodate
a small gap in acceptance between the barrel and the endcaps. The configuration of the
number of layers required is a trade-off between allowing for detector inefficiencies,
and an increased rate of combinatorial fake track candidates produced by the HT.
Results that demonstrate the outcome of varying the radial offset, the cell width, and
the layer criteria are given in Sect. 4.4.

Due to bandwidth limitations, it is not possible to feed all the data from a single
event into one FPGA (or one HT array). As discussed in Sect. 3.2, the natural seg-
mentation of the tracker is into either eight or nine φ sectors. In order to increase
parallelisation, and therefore speed up data processing, it is also necessary to create
virtual (meaning within the FPGA, and unrelated to physical cabling) sub-sectors
within each FPGA, where each sub-sector corresponds to one array in HT firmware.
Within an FPGA the sub-sectors can be as large or as small as needed to give opti-
mum performance, within resource limitations. They usually cover a defined range
of η and φT (for example, two φT and eighteen η divisions per φ-sector). The opti-
misation of the ranges of these sub-sectors is described in Sect. 4.3. They must be
have wide enough overlapping regions to ensure that no tracks are lost due to sub-
sector boundaries, but the required duplication must not be so large that bandwidth
limitations in and out of each HT array are exceeded.

Each stub also contains its bend information, which can be used to estimate an
allowed range in q/pT of the particle that produced the stub. Using Eq. 2.3, one can
derive an allowed range given by (q/pT)min < (q/pT) < (q/pT)max, where

(q/pT)max = 2

cr B
αmax = 2(b + kb) ρ

cr B
,

(q/pT)min = 2

cr B
αmin = 2(b − kb) ρ

cr B
,

(4.5)

ρ = (p/s) for barrel stubs and ρ = (p/s) · (z/r) for endcap stubs, and p and s are
the pitch and separation of the two sensors in a module, respectively, b is the bend
of the stub in units of strip pitch, and kb is a configurable parameter such that the
true bend is assumed to lie within kb of the measured value. This will be discussed
further in Sect. 4.3.1.
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Each stub should therefore only be added to cells in the HT array within q/pT
columns compatible with this allowed range. This method is shown in Fig. 4.2. It
substantially reduces the probability of producing combinatorial fake candidates, as
demonstrated in the results that follow.

4.2 Firmware Implementations

Porting the Hough transform algorithm (which is relatively easily implemented in
software), to an FPGAfirmware designwas a non-trivial task. The proposed firmware
design evolved significantly over time, as new bottlenecks and optimisations were
discovered.

4.2.1 Systolic Array Implementation

Asystolic array architecturewas initially proposed for theHough transformfirmware.
A systolic array consists of a homogeneous network of data processing cells, each
cell independently computing a partial result, as a function of data received from
upstreamcells. This result is then stored in each cell, and passed downstream. Systolic
arrays are widely used formassively parallelized tasks, such as data sorting, ormatrix
multiplication. As theHough transform requires a computation at each cell, a systolic
array allows these computations to be executed in parallel, with no requirements to
access any external buffers outside the cell.

The initial firmware task was therefore to design a Hough array cell, which could
be multiplied many times over to fill a Hough array. Each cell would be connected
to its nearest neighbours only. A block diagram representation of the systolic array
firmware design is shown in Fig. 4.3. In this design, stubs that enter the HT are
propagated toWest, North, and South controllers which determine stub suitability for
entrance to the array at the adjacent HT cells. This means no preprocessing or sorting
of the data is neededprior to entering theHTfirmware. The innerworkings of eachHT
cell are depicted in Fig. 4.4, and each firmware cell corresponds exactly to a cell in the
mathematical HT array in the (q/pT, φT ) plane. One column therefore corresponds
to one bin in q/pT, and one row corresponds to one bin in φT , respectively. Within
the array, stubs propagate one column at a time from West to East, and have the
ability to enter up to three possible rows. An entry check at the entrance to each cell
determines if the stub is compatible with the cell coordinates, and if so, it is stored
in one of three First In First Out (FIFO) memories, North West (NW), West (W), or
South West (SW), depending on its entry position. An arbitrator takes one stub from
these FIFOs per clock (choosing in order NW, W, SW), and sends the stub data to
two locations in parallel. One path leads to a pair of DSPs that calculate the φT value
(using Eq. 4.4) for that stub at the adjacent (next in line) q/pT column. The other path
leads to the BRAM, where the stub is stored. However, the bend of the stub is first
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Fig. 4.3 The systolic Hough transform array, represented in block diagram format. Thirty-six input
channels each propagate one stub per clock to all North, West, and South input controllers. If the
stub is accepted for entry into the array at the specified input controller, it continues to propagate
from cell to cell one column per clock, until it no longer meets the criteria

tested to ensure compatibility with the q/pT location within the array (using Eq. 4.5),
and only compatible stubs are stored. The systolic array cell can implement a check
on the number of unique tracker layers/disks marked within the cell, or a check that
a certain number of uniform bins in r are selected (up to a maximum of 16 bins). It is
also possible to implement both of these criteria simultaneously which reduces the
number of combinatorial fake track candidates by 41%when five sub-sectors in η are
used, and by 16% when nine sub-sectors in η are used, in comparison to the second
criterion alone (for events of tt̄ and 200 pileup, flat barrel geometry, T = 45cm).

Individual locations in the cell block memory exist for stubs associated with each
HT sub-sector, meaning that only a single array must be implemented in firmware
to process data associated with many sub-sectors at once. With a storage constraint
of sixteen stubs per cell, per sub-sector, per event, the memory can be configured to
separately bin stubs from up to 64 sub-sectors at once. This technique is massively
more efficient that having to construct an entire systolic array for each sub-sector,
and facilitates a natural load balancing of data, as fluctuations in local data rate are
equalised over many sectors.

It should be noted that in this implementation, the q/pT and φT values that each
column and row represent are entirely configurable during operation of the firmware
in an FPGA (even to non-linear distributions of values). This allows maximum flex-
ibility in the range of the Hough-space (and indeed physical space) that will be pro-
cessed at any one time. An additional feature is the ability to encode error boundaries
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Fig. 4.4 The systolic array Hough transform cell, represented in block diagram format. Stub data
flows in the direction of the arrows. Each cell has three possible inputs, but can only process one
stub per clock. Stubs that pass all selection criteria are stored in an appropriate location in BRAM
(corresponding to their sub-sector ID) and are sent to the three nearest neighbour cells in the next
column

to the cell coordinates, in order to account for rounding errors in the cell calculations.
As a fully integer-based calculation was later adopted, this feature was unused, but
could be reinstated if overlapping cells were required to account for tracking uncer-
tainty (such as multiple scattering of low pT particles), at the expense of additional
track candidate duplication.

At the end of a single event (BX) worth of data, a dummy stub is sent to the
systolic array, which propagates to all cells. This dummy stub contains a bit (that is
usually unused) to trigger the readout of the array. Each row is connected to a single
readout FIFO, which can be connected either to serial links or a single large readout
buffer.

After including the MP7 infrastructure firmware, and the area constraints asso-
ciated with it, a systolic array of size 12 columns, and 14 rows was able to route,
build, and meet timing constraints at 240MHz within the V7-690 FPGA. As shown
in Table4.1, the systolic array and its input controllers utilised approximately 20%
of the resources available within the chip each. Further increases in the size of the
array were limited by routing constraints (not by resource usage), in particular in the
fan-out to all input controllers. Although systolic arrays of size 14 × 14 and 18 × 9
could be placed and routed within the chip, the high resource utilisation meant that
timing constraints were not able to be met for some paths within the cell logic, and
for many of the input lines to the North and South input controllers. Due to the black
box nature of optimisation algorithms employed by the firmware placing and routing
tools, trial and error was used to find the maximum possible array size in the V7-690.

As the systolic array memory can sort and store stubs from up to 64 φ sectors,
the array can achieve the required granularity in φT with 14 rows in φT (resolving
to 896 bins in φT for the entire tracker). A limiting factor with respect to the array
dimensions is that, as cells can only talk to their three nearest neighbours in the
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Table 4.1 Resource utilisation of a 14 row, 9 column systolic array, as implemented in the V7-690
FPGA [3]. Raw numbers are given, in addition to numbers as a percentage of the available resources
in the V7-690. Numbers for the array, the input controllers, and totals are listed individually, as well
as accumulated. A description of the resource units can be found in Sect. 1.4

Firmware LUT DSP FF BRAM

1 array cell 582 5 1182 5

1 input controller (S/N) 2350 3 700 0

1 input controller (W) 2350 2 700 0

Systolic array 73,000 630 149,000 630

All input controllers 75,000 76 22,000 0

MP7 infra. 96,000 0 89,000 330

Total 244,000 706 260,000 960

Total (no infra.) 148,000 706 171,000 630

Available in V7-690 433,000 3600 866,000 1470

Fraction of V7-690 [%]

Systolic array 17 18 17 43

All input controllers 17 2 26 0

MP7 infra. 22 0 10 22

Total 56 20 53 65

Total (no infra.) 34 20 43 43

adjacent columns, the cell width in q/pT cannot be so large that a stub may have
the coordinates to be binned in more than three adjacent φT bins within one q/pT
bin. This is illustrated in Fig. 4.5. Due to this limitation, it is required that for this φT

granularity, the arrays must have no fewer than 25 q/pT bins if the radial offset is set
to T = 65cm, and no fewer than 36 q/pT bins if the radial offset is set to T = 45cm.
As a result, one would be required to use two or three V7-690 FPGAs in order to
process the data from one TFP sector. (This problem could be eliminated if cells
were wired to five nearest neighbours instead of just three, but this is challenging
considering the density of resource usage already in the implementation). Splitting
the array in q/pT across two or three FPGAs is possible as long as the stub data can
be routed to all HT processors within bandwidth limitations, using the stub bend to
constrain the stub to HTs that cover a compatible range of q/pT. As the resolution of
the pT estimates based on the bend is quite poor, significant additional duplication
would still be required.

The minimum First In First Out (FIFO) latency (not to be confused with FIFO
memory buffers) of the systolic array is given by the time taken for all stubs to enter
and traverse the array (including the end of event marker stub). In practice, this time
is bounded by the chosen time multiplex period, P . Simulations with datasets at 140
pileup, however, confirm that there will almost always be stub traffic bottlenecks.
A major issue with the systolic array design, therefore, is that the heavily event
dependent data flow (stub traffic) may lead to problems with bottlenecks where some
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Fig. 4.5 Illustration of the HT array gradient constraint, in scenarios where each cell is able to talk
to three or five nearest neighbours in the adjacent column

array cells are idling while stubs upstream are waiting to be processed. This data
flow is difficult to predict and simulate, as it depends on exact number, coordinates,
ordering, and timing of all stubs entering the array. For example, in a certain event
there may be a heavy bottleneck in one input controller, but this scenario could be
very rare and specific, and is therefore not observed within a typical test dataset.

The complexity and interconnected nature of the systolic array means that it may
not be well suited to a track finding processor where scalability is highly valued.
While some aspects of the systolic array have potential to be simplified, such as the
heavy use of DSPs that could be reduced by using addition rather than multiplication
(or sequestered to a preprocessor block), routing complications will remain. As each
input channel must be connected to each input controller, and subsequently to every
cell within the array, it becomes very difficult to scale up the array size without
difficulties placing and routing the firmware implementation.

4.2.2 Pipelined Implementation

As a consequence of the challenges associatedwith the implementation of the systolic
array, an alternative proposal for the HT firmware design has been investigated.
The pipelined implementation eliminates the concept of a fully systolic structure in
favour of a fully pipelined approach. This approach separates the work of the stub
sorting/routing; and the HT array binning and track candidate selection. To do this,
it assumes the existence of a Hough Transform Preprocessor that would route the
stubs to their required virtual sub-sectors (in η and φ). Stubs associated with each of
these sub-sectors are routed to individual Hough arrays, one for each sub-sector. The
firmware component that represents one HT array per sub-sector is known as the HT
segment, and is shown in Fig. 4.6. Each segment is independent, and has two input
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Fig. 4.6 Firmware implementation of one pipelined HT segment. One segment is needed for each
HT sub-sector. Each pipelined segment processes one stub per clock. The function of each firmware
block is described in the text

and two output links, which can transfer one 64-bit stub per 240MHz clock. These
segments are fully pipelined, and each one contains a 32 × 32 map in distributed
memory, corresponding to the Hough transform array.

The HT map within the segment represents the HT array. This is depicted in
Fig. 4.7. Each location in this map consists simply of a 6-bit distributed memory, one
bit for each tracker layer or disk thatmay be crossed by the track. The precisemapping
of bit to layer/disk is a function of η, where at high η some disks are combined so
that they can be represented with a single bit. These bits make it straightforward for
the candidate cells, with stubs in a minimum number of layers/disks, to be selected.
The block labelled road builder calculates the appropriate row numbers for each stub
(the values for each column are calculated in parallel). The FIFO memory stores the
stubs and their roads. When the layer/disk criterion is met for a certain HT cell, the
stubs associated with that cell are read out as track candidates by the track builder.

An advantage of this pipelined structure is that it negates the need for traffic
management, and it is guaranteed that each array will process one stub per clock, if a
stub is available. For this reason, the latency is much easier to predict in comparison
to the systolic approach. The FIFO latency in clock cycles is given by the number of
stubs that enter the segment plus the number of stubs on track candidates that must
be read out. As each segment is a separate firmware block, scaling to more or fewer
segments (each representing one array for one sub-sector) is straightforward. This is
an advantage over the systolic approach, where routing and timing difficulties occur
when the size of the systolic array is scaled up beyond about 14 × 12.

Compared to the more flexible systolic array cell, the simplicity of the pipelined
segment makes it more difficult to add additional functionality, such as new selection
criteria, without a design overhaul and hugely increased resource usage. The design
of the pipelined segment also makes it difficult to enable a stub to markmultiple rows
in φT within a single q/pT bin. To overcome this limitation, which has a significant
impact on the efficiency of track finding, two maps are required per segment, which
equates to a doubling of memory usage when compared to the initial concept.

Eight pipelined segments, each representing a 32 × 32 HT array are able to
place, route, and run at 240MHz in the V7-690 FPGA. The resource utilisation for
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Fig. 4.7 Illustration of the track candidate bitmap for a small number of HT cells in the pipelined
HT implementation, at clock 1 in the event processing (upper), and at an arbitrary time later, clock
N (lower). Each cell in this map corresponds to one cell in the HT array. Each bit in the memory
corresponds to one of six tracking layers. These bits are initially set to 0 at the start of every event,
and are set to 1 when a stub matches the cell criteria and is located in the corresponding tracker
layer. Grey cells are those marked by the first stub (in layer six) to be processed by the array. The
black cells are those that correspond to a track candidate at clock N

this design is given in Table4.2. Although these eight segments only use about 22%
of the available LUTs with the chip, timing issues made further scaling up of the
design challenging. As the pipelined segment is large, and not easily factorisable,
it is difficult to maximally utilise (fill up) the chip. The resource usage of the HTP
must be taken into account when comparing this implementation with the systolic.
As a minimum of 36 segments (each corresponding to one of 36 sub-sectors) are
required to demonstrate one TFP, using this design four to five MP7 boards (plus an
additional one if including the HT preprocessor) would be required in the hardware
demonstrator for the HT algorithm alone (excluding track fitting, sources, sinks, and
duplicate removal). This should be compared to two to three MP7s for the systolic
implementation.

4.2.3 Daisy Chain Implementation

A new design was developed to overcome the resource usage issue with the fully
pipelined array [4]. This design utilises a mostly pipelined data flow structure, with
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Table 4.2 Resource utilisation of a 32 × 32 pipelined HT implementation, in a V7-690 FPGA [3].
Raw numbers are given for each segment, and the total, in addition to numbers as a percentage of
the available resources in the V7-690 FPGA. A description of the resource units can be found in
Sect. 1.4

Firmware LUT DSP FF BRAM

1 segment 11,875 128 8750 15

8 segments 95,000 1024 70,000 120

MP7 infra. 96,000 0 89,000 330

Total 191,000 1024 169,000 450

Available in
V7-690

433,000 3600 866,000 1470

Fraction of V7-690 [%]

8 segments 22 28 8 8

MP7 infra. 22 0 10 22

Total 44 28 18 30

Total (no infra.) 22 28 8 8

Table 4.3 Baseline HT configuration for the flat and the tilted barrel geometry, including the
number of sub-sectors, and bins in the array. These flat barrel configuration settings are used in the
MP7-based TFP demonstrator. Unless stated otherwise, flat barrel emulation results also use these
settings. Results shown in this thesis for the tilted barrel geometry represent an emulation with these
settings (unless stated otherwise)

Flat barrel Tilted barrel

# φ sectors 8 9

# φ sub-sectors 2 2

# η sub-sectors 18 18

# bins in q/pT per array 32 32

# bins in φT per array 64 64

Radial offset, T [cm] 58 61.2

individual I/O for each Hough array, but it eliminates the need for a large map
of bits for each array, significantly reducing the resource utilisation. Rather than
duplicating the entire array map to allow up to two φT values per bin, the daisy chain
implementation only duplicates stubs that require two φT values. This sacrifices the
truly pipelined nature of the design, but allows a vastly reduced resource usage when
compared to the pipelined (or systolic) implementation. In addition, this design re-
optimises memory usage, and changes to utilise block RAM in place of distributed
RAM whenever possible. Block RAM is more compact and therefore allows easier
placement and routing. Henceforth all discussion of the HT firmware, emulation, and
associated results will refer to this daisy chain implementation with the configuration
shown in Table4.3.
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The daisy chain HT has been implemented in firmware, with the assumption that
the demonstrator TFP will employ 36 HT arrays running in parallel (equivalent to
2φ × 18 η sub-sectors). Similarly to the pipelined implementation, each individual
HT array processes data from one input channel (two links), corresponding to the
stubs consistent with a single sub-sector, as sorted by the HTP.

The design of each daisy chain array can be split into two stages: the filling of
the array with stubs; and the readout of the track candidates that it finds. Each stage
processes one stub at 240MHz. On average, when reading simulated tt̄ events at 200
pileup (flat geometry), each HT array must process 93 stubs per event.

The firmware design of each independent HT array is shown in Fig. 4.8. It consists
of 32 firmware blocks labelled columns, each corresponding to one of the q/pT
columns in the HT array, and a number of firmware blocks named book keepers,
each responsible for managing a subset of columns. The default configuration of
columns and book keepers is shown in Fig. 4.8. There are twelve book keepers, each
of which communicates with between two and three daisy-chained columns.

It is also possible to use a single book keeper, connected to all 32 daisy-chained
columns. This is shown in Fig. 4.9. However, this configuration limits the rate at
which reconstructed tracks can be output from the HT, as the book keeper can only
output one stub per clock cycle, and therefore about 216 stubs per event (before
the next event must be read out). Because jets can generate a high track occupancy
within a single sub-sector, significant data truncation was observed due to this design
flaw. In tt̄ events with 200 pileup, an overall track finding efficiency loss of about
6% was observed. This problem is resolved by splitting the daisy-chain into twelve
sub-chains, each of whose track candidates is read out in parallel via an independent

column

book keeper

1 channel 
of stubs in

column

each sub-chain 
outputs tracks 
on 1 channel to 

MUX

2-3 columns per 
book keeper

HT array (1 per sub-sector)

fan out to 12 
sub-chains

sub-chain

x12 x12

x12

Fig. 4.8 Firmware implementation of one HT array in the daisy chain implementation, as used
within an individual sub-sector. In each of the twelve pages visible in the figure, a book keeper is
connected to a daisy chain of two to three columns. Eight book keepers × three columns and 4
book keepers × two columns = 32 columns in total. Internal components are shown as boxes and
data paths as lines, where arrows indicate the direction of data flow
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Fig. 4.9 Firmware implementation of one HT array in the simplified daisy chain implementation,
as used within an individual sub-sector. In this implementation each array consists of 32 columns
connected to one book keeper. Internal components are shown as boxes and data paths as lines,
where arrows indicate the direction of data flow

book keeper. In this design, each output channel is fed by themultiplexed output from
six book keepers, where each of these six book keepers represents an array from a
different sub-sector, making it unlikely that a single jet could cause a high data rate
in all six. The multiplexing reduces the total number of output channels from all the
HT arrays in an octant to 72. To improve load balancing further, adjacent columns
connected to the same book keeper correspond to non-adjacent q/pT columns, such
that each daisy-chain processes data associated with both low and high pT columns.

The book keeper receives one stub per clock cycle from the input channel, which it
stores within a 36Kb block memory. The book keeper then sends the stub data to the
first column that it is responsible for in the HT array. However, as the z coordinate of
the stub is not needed for the HT, only a subset of the stub information is sent to the
column, consisting of the stub coordinates in the (rT ,φT ) with reduced resolution,
an identifier to indicate which tracker layer the stub is in, the range of q/pT columns
that are compatible with the stub bend (this range is pre-calculated in the HTP), and a
pointer to the full stub data stored in the book keeper memory. On each clock cycle a
stub propagates from one column to the next column along the daisy chain managed
by the book keeper. The components of a column are shown in Fig. 4.10.

The stub propagation from column to column is based on Eq. 4.4, where the value
of φT at the right-hand boundary of the nth column is given by the following calcu-
lation, which is carried out in the component labelled Hough transform calculator in
Fig. 4.10.

φT (n) = φT (0) + n · �q/pT · rT . (4.6)

Here, �q/pT is the fixed width of a q/pT column, which must be multiplied by
an integer n, defining the q/pT column index. The value φT (0) is given by the φ

coordinate of the stub. To simplify the firmware, both φT (n) and φ are measured
relative to the azimuthal angle of the centre of the sub-sector. Furthermore, the
constants appearing in Eq. 4.4, such as the magnetic field, are absorbed into the
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Fig. 4.10 Firmware implementation of one column in the daisy-chained Hough transform imple-
mentation, which corresponds to a single q/pT column in the HT array. A number of columns are
daisy-chained together, starting and ending with the book keeper

definition of q/pT. To minimise the number of calculations within the array, the rT
values are expressed by the HTP in units of the width of a φT column divided by the
width of a q/pT column.

Since the range of q/pT columns that are compatible with the stub bend is pre-
calculated, only a comparison is needed to check column compatibilitywith the bend.
Two DSPs are required to carry out the HT calculation described in Eq. 4.6, since
the φT (n) values of both the left and right boundaries of the column are needed for
the next step.

In each q/pT column, the array has 64 φT cells. Stubs with a steep stub-line
gradient can cross more than one (but by construction, never more than two, as de-
scribed in Sect. 4.2.1) of these cells within a single column. Such cases are identified
by comparison of the values of φT , from the HT calculation, at the left and right
boundaries of the column. If a stub is consistent with two cells in the column, then
it must be duplicated and stored within the buffer. The second entry will then be
processed at the next available gap in the data stream. The track builder block places
each stub it receives into the appropriate φT cell, where it implements the 64 φT

cells using a segmented BRAM. Each track builder uses two 18Kb block memory,
organised as two sets of 64 pages, where the two sets take it in turn to process data
from alternate time-multiplexed events. Each page corresponds to a single φT cell
and has the capacity to store up to 16 stub pointers (the maximum number of stubs
that can be associated with a track candidate).
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For each φT cell in the column, the track builder maintains two records of which
barrel layers or endcap disks were hit by the stubs stored in the cell. Each record
corresponds to one half of the sub-sector in η. If the threshold criterion on the number
of hit layers/disks ismet in either of these two records, then a track candidate has been
found, so the cell will be marked for readout. The use of half sub-sector information
provides the equivalent to an additional factor of two in η segmentation in terms of
the number of track candidates per event, obtained without the cost of doubling the
parallelisation, and therefore logic. On the other hand, the fraction of correct stubs on
the track candidates is not improved by this method as, due to firmware limitations,
all the stubs stored in cells meeting the threshold criteria are read out, rather than
only those compatible with just one of the sub-sector halves.

The readout manager is responsible for shifting the track candidate stubs from
column to column, until there are no more stubs in the pipeline. It then enables read
out of the track builder, such that a contiguous block of stubs from matched track
candidates will be created. A track candidate stub now contains a record of the track
parameters, φT and q/pT (as Hough array indices), and a stub pointer, which is used
to extract the full stub information from the book keeper memory.

A multiplexer groups the candidates from six book keepers onto a single output,
resulting in a total of 72 outputs from the HT per TFP. At this stage a full 36 channel
to 36 channel load balancing (using a configuration of the same routing firmware
used for the HTP router, as described in Sect. 4.3.1.1) is applied across sub-sectors
so that if an excessive number of tracks is found in a single HT array, typically within
dense jets, candidates are assigned to different outputs to ensure all data is passed on
to the next stage efficiently. This is required for downstream track fitters to process
the incoming data as fast as possible, rather than wait for data to arrive on a few input
links while others are idling.

Table4.4 shows the resource utilisation of this implementation. The division of
the HT into common memory structures such as individual arrays, and then indi-
vidual daisy chained columns mean that the logic is much more localised than in
the previously described implementations. This enables more placement and routing
opportunities within the FPGA. For this reason, the daisy chain implementation is
the most compact, but also the most scalable of the three options discussed.

4.3 Hough Transform Preprocessor

The HTP processes the 48-bit DTC stubs as they enter the TFP, both unpacking
the data into a 64-bit extended format to reduce processing load on the HT, and
assigning the stubs to geometric sub-sectors. This firmware is separate from the
main HT. The HTP firmware consists of a preprocessing block, which calculates the
correct sub-sector for each stub based on its global coordinate position and bend,
followed by a layered routing block. The stubs associated with each sub-sector are
routed to dedicated outputs, such that data from each sub-sector can be processed by
an independent HT array.
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Table 4.4 Resource utilisation of one column and of one entire HT array in the daisy-chained
Hough transform, as implemented in the V7-690 [3]. The usage as a percentage of the available
resources in the device are also shown. In total, the TFP needs 36 HT arrays. The total utilisation is
given both with and without the MP7 infrastructure (infra.) firmware. A description of the resource
units is in Sect. 1.4. As the daisy chain implementation relies on theHT preprocessor to pre-calculate
the initial φT values, and the q/pT range compatible with the stub bend, the additional DSP resource
usage of the HTPmust be taken into account when comparing this implementation with the systolic
array

Firmware LUT DSP FF BRAM

1 column 118 2 204 1

1 HT array 6014 64 6718 33

1 HT mux 4431 0 4368 0

1 load balancing
block

9473 0 24,290 0

18 HT arrays 108,000 1152 121,000 594

Load balancing
block & MUX

14,000 0 29,000 0

MP7 infra. 96,000 0 890,000 330

Total 218,000 1152 239,000 924

Total (no infra.) 122,000 1152 150,000 594

Available in
V7-690

433,000 3600 866,000 1470

Fraction of V7-690 [%]

18 HT arrays 25 32 14 40

MP7 infra. 22 0 10 22

Total 60 32 27 62

Total (no infra.) 28 32 17 40

4.3.1 HTP Mathematics Block

The HTP firmware sorts all stubs that enter the TFP into 36 sub-sectors that loosely
correspond to regions in η and φ (the exact mathematics is described later in this
section). As shown in Fig. 4.11, these sub-sectors are formed from two divisions in
the r − φ plane per nonant (or octant) and eighteen divisions in the r − z plane. The
division of the data into sub-sectors simplifies the task of the downstream logic, so
that track finding can be carried out independently and in parallel within each of the
sub-sectors. The use of relatively narrow sub-sectors in η has the added advantage
that it ensures that any track found by the HT stage must be approximately consistent
with a straight line in the r − z plane, despite the fact that the HT itself only does
track finding in the r − φ plane.

Each sub-sector contains stubs from different ranges in φT and zS , where φT (zS)
is defined as the φ (z) coordinate of a track trajectory relative to the point where it
crosses a cylinder of radius T (S) centred on the beam line. φT is the same parameter



56 4 The Hough Transform

-1000

x [mm]
-1000 -500 0 500 1000

y
[m

m
]

-500

0

500

1000

T=58 cm

8

7
6

54
3

2

1

16

15
14

13 12
11

10

9

z [mm]500 1000 1500 2000 2500

r[
m
m
]

0

200

400

600

800

1000

1200
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6

1.8

2.0

2.2

2.4

2.8
3.0
3.2
4.0

0

1 2 3 4 5 6 7 8 9
S=50 cm

Fig. 4.11 The segmentation of the tracker volume into φ sub-sectors (upper) and η sub-sectors
(lower), as used within the firmware implementation of the Hough transform preprocessor [5]. The
numbered areas in white represent the regions that are associated with only one sector, whereas the
coloured areas (where there is no difference inmeaning between green or blue) represent the overlap
region between neighbouring sectors where stubs may need to be assigned to both sectors. The two
cylinders mentioned in the text of radius T = 58cm and S = 50cm, are indicated by dashes in the
top and bottom figures, respectively

that was defined in Sect. 4.1 for use in the HT. For convenience, the same value of T
is used for both the HT and the sub-sector assignment, but this is not a requirement.
One can calculate zS from a sector boundary in η with the formula

zS = S cot
(
2 arctan e−η

)
. (4.7)
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The HTP must assign each stub to a sub-sector based on whether the stub could
have been produced by a charged particle with a trajectory within the φT or zS range
of that sub-sector while originating from the beam line. If the stub is consistent with
more than one sub-sector, then the HTP duplicates it. This can occur because of the
curvature of tracks within the magnetic field (constrained by pmin

T = 2or3GeV) or
because of the length of the luminous region along the beam axis (where a config-
urable parameter w, chosen to be 15cm, defines the half-width of the beam spot
along z).

A stub is compatible in the r − z plane with a sub-sector that covers the range
zmin
S < zS < zmax

S if

r · zmin
S

S
− w ·

∣∣∣ r
S

− 1
∣∣∣ < z <

r · zmax
S

S
+ w ·

∣∣∣ r
S

− 1
∣∣∣ . (4.8)

To further improve the performance of the HTwithout using significant additional
FPGA resources, each of these η sub-sectors can be further divided by an additional
factor of two in the r − z plane. This division is positioned at the mid-point between
the sub-sector’s boundaries (zmin

S , zmax
S ). Whenever a stub is assigned to a sub-sector,

the HTP checks the consistency of the stub with each of these sub-sector halves,
allowing for some overlap, and stores this information as two bits within the stub
data, for subsequent use by the HT.

The corresponding equation for the compatibility in the r − φ plane of the stub
with a sub-sector is

|�φ| <
π

Nφ

+ φres, (4.9)

where �φ is the difference in azimuthal angle between the stub and the centre of
the sub-sector and Nφ (which equals 18 for nonants or 16 of octants) is the total
number of φ sub-sectors (which must be a multiple of the number of tracker sector
divisions). The azimuthal angle of the centre of sub-sector k is φk = (2k − 1)π/Nφ ,
where 1 ≤ k ≤ Nφ . The parameter φres accounts for the range of track curvature in
φ allowed by the threshold pmin

T , and is equal to

φres =
(
B c |rT |

2

)
q

pmin
T

. (4.10)

With Nφ = 16 no individual stub can be compatible with more than two neigh-
bouring φ sub-sectors, providing that pmin

T is not reduced below 2GeV.
However, the stub can also be tested against a second condition in the r − φ plane,

to reduce the number of stubs that need to be duplicated. This test exploits the stub
bend measurement b, measured in units of the strip pitch, which is provided by the
pT-modules. The bend further constrains the allowed q/pT range to that given by
Eq. 4.5. As there are only eight possible values of (p/s), this quantity is retrieved
from a look-up table in firmware. This equation assumes that the resolution in the
bend, when measured in units of the sensor pitch, is the same everywhere in the
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Table 4.5 η sub-sector boundary specification, as implemented in the demonstrator Hough trans-
form preprocessor. The corresponding z50 value is also given, to the nearest cm

η

region
bound-
aries

2.4 2.16 1.95 1.7 1.43 1.16 0.89 0.61 0.31 0.0

z50
[cm]

273 214 172 132 98 72 51 32 16 0

tracker. Simulations confirm this assumption to be valid and indicate an approximate
value of 1/

√
6 for the resolution. The true bend is assumed to lie within kb of the

measured value, where kb is a configurable parameter whose value is chosen to be
1.25 (approximately three standard deviations from the mean).

This constraint on q/pT leads to the condition:

|�φ + bρ
rT
r

| <
π

Nφ

+ φ′
res (4.11)

where φ′
res, which allows for the finite resolution of the stub bend, is given by

φ′
res = min

(
kb ρ

∣∣∣rT
r

∣∣∣ , π

Nφ

)
. (4.12)

In the default HTP, S is chosen to be 50cm, since this reduces the fraction of stubs
that are consistent with more than one sub-sector. The ranges in φT or zS covered by
neighbouring sub-sectors are contiguous and do not overlap. In the r − φ plane, the
sub-sectors are all equally sized, whereas in the r − z plane their size varies so as
to keep the number of stubs approximately equal in each sub-sector. The boundary
definitions of the sub-sectors in the r − z plane are given in Table4.5. Each stub is
assigned to an average of 1.8 sub-sectors.

4.3.1.1 HTP Routing Block

The routing block is implemented as a three-stage, highly pipelinedmesh, as depicted
in Fig. 4.12. It can route stubs from up to 72 inputs, one per DTC (with up to 36
DTCs assumed in each of the two detector octants from which the HTP receives
data), to any of 36 outputs, where each output corresponds to a sub-sector. The first
layer organises stubs into six groups of three sub-sectors in η, which in turn are
each arranged according to their final η sub-sector in the second layer. The third
layer routes the stubs by φ sub-sector. Each arbitration block in this router is highly
configurable, and can easily be adapted for alternative sub-sector boundaries.



4.3 Hough Transform Preprocessor 59

sort into 
6 wide  

bins

sort into 
2  bins

sort into 
2  bins

sort into 
2  bins

DTC 0-5

wide  bin

1
sub-sector 0 
sub-sector 1

sort into 
 

bins

sort into 
 

bins

sort into 
 

bins

 bin 

1
2

wide  bin 

1
3
4
5

15
16
17

sub-sector 2 
sub-sector 3

sub-sector 4 
sub-sector 5

x 6
sort into 
6 wide  

bins

DTC 18-23

x 4

input block 0  sort block 0  sort block 0

 sort block 1input block 1

input block 2  sort block 2  sort block 5 sub-sector 
30-35

5

00

5

1
0

5

 bin 
0

1

2

0

x 6

72 DTCs deliver 2 
stubs every 3 clocks

one stub every clock to 
each of the 36 HT arrays

Fig. 4.12 Block diagram of theHough transform preprocessor router. Each solid arrow corresponds
to a connection that transports one stub per clock. Each dotted arrow corresponds to a bundle of
solid arrows. This is based on a model where 72 DTCs deliver 48 stubs (48-bit wide) per 240MHz
clock to each TFP. Rough sorting in η is followed by fine sorting in η and finally by fine sorting
in φ. Three input blocks each take stubs from 24 DTCs, and sort them into six wide bins in η.
Each input block is connected to one and only one η sort block, where a fine sort in η takes place,
resulting in 18 η bins. There are three η sort blocks in total. All η sort blocks are connected all six
φ blocks. Each φ sort block sorts the stubs into two φ bins. The result is thirty six bins in total, six
from each φ block. Each of these corresponds to one sub-sector, and stubs in each bin are therefore
forwarded to their individual (and corresponding) HT array

4.3.1.2 HTP Resource Usage and Latency

The HTP mathematics block and router for one TFP can be implemented within a
single V7-690 FPGA. The FPGA resource usage is shown in Table4.6. Running at
240MHz, the latency (defined as the time difference between first stub received and
first stub transmitted) of the preprocessing and routing blocks is 58 and 193ns, re-
spectively. A version of the HTP router has been developed to run at 480MHz. In this
version, additional registers were required to successfully meet timing constraints,
leading to an overall latency reduction of 60ns. The HTP mathematics block is able
to run at up to 500MHz in the V7-690.

4.4 Hough Transform Results

While the standalone HT described here does not constitute a full track finder, due to
the large number of fake track candidates, and the lack of a three dimensional track
parameter fit, it is important to understand the potential of the HT for massively
reducing the load on the downstream fitting, and how this potential compares to
alternative approaches.
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Table 4.6 Resource utilisation of the Hough transform preprocessor as implemented in the V7-
690 FPGA. Resource utilisation of each HTP mathematics (math.) block (with 48 needed for the
demonstrator TFP) and the routing block is given. The usage as a percentage of the available
resources in the device are also shown. The total utilisation is given both with and without the MP7
infrastructure (infra.) firmware

Firmware LUT DSP FF BRAM

1 math. block 1942 22 2416 1

1 routing block 27,700 0 89,531 174

48 math. blocks 93,000 1056 116,000 48

1 routing block 28,000 0 90,000 174

MP7 infra. 96,000 0 89,000 330

Total 232,000 1056 295,000 552

Total (no infra.) 136,000 1056 206,000 222

Available in
V7-690

433,000 3600 866,000 1470

Fraction of V7-690 [%]

48 math. blocks 21 29 14 3

1 routing block 7 0 10 12

MP7 infra. 22 0 10 22

Total 50 29 34 37

Total (no infra.) 28 29 24 15

As the HT is not the final track fit, a definition of HT tracking efficiency is used
that does not exactly match the definition used for the full chain tracking efficiency,
as described and presented in Chap. 6. The HT tracking efficiency is the fraction of
charged particles (within kinematic acceptance: pT >3GeV, |z0|<30cm, and trans-
verse distance from beam line to particle vertex Lxy <1cm) that can be associated
with a track candidate made up of a minimum of four stubs that were generated
by this charged particle. In order to contribute to the efficiency denominator, the
charged particle must have generated stubs in at least four different tracking layers.
For the HT tracking efficiency, no requirement is set on the number of incorrect stubs
that may be included with the track candidate, as these incorrect stubs are likely to
be removed by the downstream stages. In simulated tt̄ events with 200 pileup (flat
geometry), the mean percentage of stubs on each track candidate that originate from
the same genuine particle is 84%, and over 50% of the candidates have at least one
unwanted (incorrect) stub.

Figure4.13 shows the charged track multiplicity for a subset of tracks that are
considered for efficiency metrics, as a function of 1/pT and η. In this typical sample
of tt̄ and 200 pileup, the mean number of tracks per event that fit this criteria is 59. Of
these, an average of 16 are from the tt̄ vertex, the rest are from minimum bias pileup.
These numbers can be compared to what is achieved by the track finder. Note that
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Fig. 4.13 Rate of charged tracks that leave at least one stub in a minimum of four tracker lay-
ers/disks. A standard sample of tt̄ and 200 pileup is used. Tracks are included if they have a true
pT above 3GeV, a true |η| < 2.4, a maximum transverse (longitudinal) impact parameter of 5cm
(30cm). Frequency per event is shown as a function of 1/pT (upper) and η (lower). In this typical
sample of tt̄ and 200 pileup, the mean number of tracks per event that fit this criteria is 59. Of these,
an average of 16 are from the tt̄ vertex, the rest are from minimum bias pileup
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Fig. 4.14 Average number of track candidates generated by the HT for a sample of tt̄ and 200
pileup, in the tilted geometry scenario. These results are generated with emulation of the default
daisy chain Hough transform implementation. Results are shown with the radial offset of the Hough
transform configured to 0, 45 and 61.2cm. It can be seen that using a radial offset, as described in
Sect. 4.1, significantly improves performance. The efficiency is preserved

although minimum bias multiplicity peaks at high η, the tracks from the tt̄ vertex are
most likely at low η.

Figure4.14 shows the average number of track candidates generated by the HT
for a sample of tt̄ and 200 pileup, in the tilted geometry scenario. These results
are generated with emulation of the daisy chain Hough transform implementation.
Results are shown with the radial offset of the Hough transform configured to 0,
45 and 61.2cm. It can be seen that using a radial offset, as described in Sect. 4.1,
the number of track candidates generated by the HT is significantly reduced. For
the tilted geometry scenario, a value of T = 61.2cm was found to be optimum,
given the limitations in the stub gradient due to firmware limitations (as described
in Sect. 4.2.1). With this chosen value, the average number of track candidates per
event is 270 for this sample.

Figure4.15 shows the reduction in track candidates that can be obtained by utilis-
ing the stub bend information. In the tilted geometry scenario, the average number of
track candidates produced by the HT per event for a sample of tt̄ events at 200 pileup
is 271 with the bend filter, and 808 without the bend filter. It should be noted that the
bend filter can be disabled in the HT firmware with a single configurable parameter,
if required. Disabling the bend filter does increase the rate of fake and duplicate
track candidates that are reconstructed by the HT, however, even when including
truncation effects, the average HT tracking efficiency for this sample improves from
97.1 to 97.9% when it is disabled. This is because of a small number of stubs with
bend measurements far enough from their true pT are not binned in the correct q/pT
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Fig. 4.15 Average number of track candidates generated by the HT for a sample of tt̄ and 200
pileup, in the tilted geometry scenario. These results are generated with emulation of the baseline
daisy chain Hough transform implementation. Results are shown with and without the HT bend
filter option. It can be seen that using the bend filter, as described in Sect. 4.1 significantly improves
performance

array column. The baseline configuration does utilise the bend filter, however, as it
improves the purity of the track candidates, and reduces the load on the downstream
processing during particularly busy events.

Figure4.16 shows the degradation in tracking efficiency that results from choosing
a too fine granularity of the array. In the finer granularity array presented, each cell
has a width in φT of only 3.07mrad. This is not wide enough to account for multiple
scattering, bremsstrahlung, and other interactions that change the particle trajectory
from a precisely straight line in the r − φ axis. In particular, this effect ismost evident
at low pT, and becomes even more significant if tracking down to 2GeV is required.

As shown in Fig. 4.17, a global requirement of stubs in four tracking layers for
a track candidate to be selected by the HT increases the mean number of track
candidates by a factor of about 4.25. This accompanies an increase in the HT tracking
efficiency by a few percent in the regions around 0.5 < |η| < 1.5. A large increase
in the number of track candidates at high η means that the four layer requirement
option produces a lower efficiency in this region, due to data truncation (no time to
read out all track candidates). As a result, the default configuration is only to reduce
the requirement where necessary, in the region, 0.89 < |η| < 1.16.

The primary accomplishment of the HT is in the rate reduction and pileup removal
that is accomplished (without significant efficiency loss for genuine tracks). For
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Fig. 4.16 Efficiency as a function of 1/pT in the HT for a sample of tt̄ and 200 pileup, in the tilted
geometry scenario. These results are generated with emulation of the default daisy chain Hough
transform implementation. Results are shownwith the number of cells in the Hough transform array
configured to 128 (64) in φ and 64 (32) in q/pT per sub-sector for the blue (and red) plots. It can
be seen that in particular tracking efficiency at low pT is reduced when the chosen cell granularity
is too fine

example, in the flat geometry for tt̄ samples at 200 pileup, there are an average of
approximately 16,000 stubs per event at input to the TFP. The HTP must duplicate
stubs when sorting into sub-sectors, and so this becomes 25,600 stubs at input to the
HT. After the HT, the total number of stubs on track candidates remaining is 2300.
With the standard 240MHz HT, this rate reduction by a factor of 7 (11 if including
the HTP duplication) is accomplished in about 1µs. The downstream track fitting
is therefore able to avoid the huge combinatorial problem that it would be exposed
to if the stubs were not pre-filtered, and pre-sorted. This allows for a much more
thorough track fitting approach downstream, such as the Kalman filter.

4.4.1 Optimisations and Improvements

The radial offset parameter, T , is fixed at 58cm in the demonstrator for the entire
tracker solid angle. However, this choice is not optimal at high pseudorapidities,
where particles will not traverse the full radial extent of the tracker. At these high |η|
values, a smaller value of T would be preferred, as it would spread the gradients of the
stub lines in Hough space equally between positive and negative values. Reducing
the value of T down to 47cm in the highest |η| sectors reduces the rate of track-
candidates produced by the HT in these sectors by a factor of two. This change
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Fig. 4.17 Average number of track candidates generated by the HT for a sample of tt̄ and 200
pileup, in the tilted geometry scenario (upper), where a requirement is set for either 5 or 4 layers. It
can be seen that a four layer requirement increases the mean number of track candidates by a factor
of 4.25. Tracking efficiency for a sample of tt̄ and 200 pileup (lower), with the requirement for 5
layers relaxed only in the region 0.89 < |η| < 1.16. Due to the gap in coverage in the region, the
tracking efficiency improves
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would be trivial to implement in firmware, without additional latency or significant
resource usage.

The effect of using a grid of hexagonal or diamond cells in the HT instead of a
conventional, rectilinear grid has also been studied in software, and indicates that
a reduction in the rate of track candidates by approximately 20% may be possible,
whilst maintaining the track finding efficiency.

More HT results, including a discussion of track finding down to 2GeV, can be
found in Chap. 6.

4.5 Scaling to Ultrascale and Ultrascale+ FPGAs

As the Ultrascale and Ultrascale+ generation of FPGAs, such as the Xilinx Virtex
Ultrascale 9+ (VU-9P) and Xilinx Virtex Ultrascale 11+ (VU-11P) are compatible
with up to 25Gbps transceivers, one must consider how the HT designed would scale
to a systemwith such an input bandwidth. In addition, faster clock frequencies equate
to faster data processing which would allow fewer resources per node (or fewer time
multiplexed nodes) to be required, reducing the number of FPGAs, boards and cost of
the system. If theHTfirmwarewas capable of running at 480MHz, it would be able to
take in data from 16Gb/s links without major changes to the implementation. To this
end, a version of the HT has been developed, with an optimised pipeline for clocking
at 480MHz. Two additional pipeline steps (which lead to a 30% increased Flip Flop
utilisation per array) means that the pipeline latency becomes 92ns (comparable to
175ns for the 240MHz design). Table4.7 gives the full resource usage numbers of
this 480MHz variant of the HT array, as implemented in the Xilinx Kintex Ultrascale
115 (KU-115) FPGA. It should be noted that although one HT array is able to run at
480MHz in this chip, clock skew issues associated with clocking the DSPs that are
used to facilitate adjacent bins in firmware that are not adjacent q/pT prevent 32 HT
arrays meeting timing above 416MHz currently. It is likely that these DSPs could be

Table 4.7 Resource utilisation of the daisy chain HT, as optimised for 480MHz running in the
KU-115 FPGA. This implementation does not include any infrastructure firmware, except for two
transceivers/receivers running at 16Gb/s connected to each HT array

Firmware LUT DSP FF BRAM

One HT array 5750 64 7500 32

32 HT arrays plus
MUX

184,000 2042 240,000 1036

Available in
KU-115

633,000 5520 1,266,000 2160

Fraction of KU-115 [%]

32 HT arrays plus
MUX

29 37 19 48
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removed by including additional constant terms in the calculations. It has also been
observed that timings are improved by about 10%when building the implementation
for a Virtex Ultrascale chip, which is expected as a consequence of Xilinx making
improvements in their chip design.

Figure4.18 depicts how a set of HT arrays could be implemented with 25Gbps
input links, where the HT is running at a frequency of 480MHz or less. An internal
time-multiplexing within the HT FPGA would enable each array to see data coming
in at a lower clock frequency, and have the required time to process it. With a factor
of two internal time-multiplexing, the general formula for the number of stubs that
can be processed per array would be

Nstubs = 168 × 2 f

480
, (4.13)

where f is the frequency of the HT array. Following this simple scaling, the required
number of HTs per TFP would be given by
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Fig. 4.18 Options for scaling the Hough transform implementation to a design with 25Gb/s input
links. a Depicts an option where the HT is able to run at 480MHz, and the scaling is therefore very
simple. b Shows a scenario where the HT runs at a frequency less than 480MHz, and an internal
factor of two time multiplexing is required to process the incoming data
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NHTs = 2 × ceil

(
480 × 48

f

)
. (4.14)

This is depicted by (b) in Fig. 4.18.
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Chapter 5
The Kalman Filter

5.1 The Kalman Filter Algorithm

The KF [1, 2], uses a technique known as linear quadratic estimation to produce
estimates of unknown variables from a series of uncertain measurements. Bayesian
inference is used to estimate a joint probability distribution whenever a new mea-
surement is taken. It is widely used in scientific and technological fields. Examples
include aircraft and spacecraft navigation [3, 4], trajectory optimisation, signal pro-
cessing [5], and econometrics [6].

5.1.1 The Generic Kalman Filter

The KF is a recursive estimator, allowing new measurements to be processed as they
arrive. This section will give the generic formulation and description of the Kalman
filter. The section that follows will then give a derivation for the application to track
fitting. Figure5.1 is an illustration that shows the flow of information in the Kalman
filter. The variables and matrices shown are explained in the following text.

The derivation for a genericKalman filter begins by defining a state vector x which
contains some information about the system that is being studied. This state is an
unknown, and the role of theKalmanfilter is tofind thebest estimate of the elements of
x , the state parameters. TheKalman filter assumes that these parameters areGaussian
distributed (but they do not have to be). The parameters in x are also related by a
symmetric covariance matrix, P which represents the degree of correlation between
each and every parameter. It is possible to define the best estimate of x at time t , x̂t ,
with covariance matrix Pt . It should be noted that t does not necessarily represent
time, but any stepping parameter. Given a set of modelling assumptions about the
behaviour of x as steps are taken in t , it is possible to write down a prediction matrix
Ft such that

x̂t+1|t = Ft x̂t |t . (5.1)
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Fig. 5.1 Illustration of the flow of information in the Kalman filter

The covariance of any distribution behaves the same way when the underlying
distribution is transformed. In this case, the covariance matrix evolves such that

Pt+1|t = FtPt |tFT
t . (5.2)

Unknown influences on the state, such as noise, are assumed to be Gaussian, with
a covariance Qt . These do not affect the state estimate, but they do affect the state
covariance. This term can therefore be added to the equation for Pt+1. In addition,
to account for known external forces that affect the state (but not the covariance), a
term can be added to the equation for x̂t+1. This term consists of a control vector, ut ,
that transforms with the matrix Bt between steps. The equations for the prediction
step are then as follows:

x̂t+1|t = Ft x̂t |t + Bt ut ,

Pt+1|t = FtPt |tFT
t + Qt .

(5.3)

These equations give a new best estimate x̂t+1, given a previous best estimate x̂t
and a correction for known external influences Bt ut . They also give a new uncer-
tainty matrix Pt+1|t , given a previous uncertainty matrix Pt |t , and some additional
(Gaussian) unknown uncertainty Qt . The next step is to improve this estimate by
including measurement data: the vector mt , with an associated uncertainty, Rt . This
can be done by defining a matrix Ht , that models the expected measurements at t
such that the expected measurement m̂t = Ht x̂t+1. The two Gaussian distributions,
around mt and m̂t both contain information that is useful to improve the estimate
of x . They can be summarised by the following, where μ and � are the associated
mean and covariance of the distributions:

(μ0, �0) = (
Ht x̂t+1|t , HtPt+1|tHT

t

)
,

(μ1, �1) = (mt , Rt ) .
(5.4)

Standard Gaussian multiplication can be used to construct a new distribution from
the overlap of these two. This operation can be written as
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μ′ = μ0 + K (μ1 − μ0) ,

�′ = �0 (1 − K)

where K = �0 (�0 + �1)
−1 .

(5.5)

By applying Eqs. 5.5–5.4, one derives the complete equations for the update step
of the Kalman filter.

x̂t+1|t+1 = x̂t+1|t + Wtvt ,

Pt+1|t+1 = Pt+1|t − WtHtPt+1|t ,
(5.6)

where the matrix known as the Kalman Gain

Wt = Pt+1|tHT
t

(
HtPt+1|tHT

t + Rt
)−1

, (5.7)

the measurement residual
vt = mt − Ht x̂t+1|t , (5.8)

and x̂t+1|t+1 is the new best estimate of the state, with covariance Pt+1|t+1. This
process of prediction followed by updating with new measurements can be repeated
as many times as required.

5.1.2 The Kalman Track Fitter

The choice to use a Kalman filter for track fitting in the demonstrator was motivated
by the features of the track candidates presented by the Hough transform. These
candidates consist of a series of stubs that loosely (but not precisely) correspond to
a realistic track in CMS. Many track candidates contain stubs that did not originate
from the simulated particle that generated the majority of stubs within the candidate.
In typical tt̄ events with 200 pileup, over half of otherwise genuine track candidates
contain at least one such stub. In addition to this, many track candidates correspond
to combinations of stubs that do not correspond to a real particle trajectory, but are
binned in the same HT cell due to the limited resolution of the HT, and the high
stub occupancy within the tracker. For this same sample, in the tilted (flat) barrel
geometry, 25% (44%) of the candidates fall into this category. With this in mind, the
Kalman filter is potentially a good choice for the next step in the track finding chain.
The formalism described in Sect. 5.1.1 can be applied to the track fitting process,
where the Kalman state can be defined as the current best estimate of the fitted track
parameters, and the measurements to be added are the individual stubs contained
within each track candidate. One can therefore apply the Kalman formalism to a
track parameter estimate (or prior), given by the HT, and add successive stubs in
order of increasing radius in turn, until all stubs are added, and a final track parameter
estimate is obtained. A discussion of track reconstruction with the Kalman filter can
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be found in [1, 7–10], and it has been widely used in particle physics, including in
the CMS offline reconstruction up until now.

A desirable feature of this particular Kalman filter implementation would be both
to remove unwanted stubs from track candidates prior to the final fit (thus improving
the fitted track parameters), and discard track candidates that do not correspond
to a genuine track. Both of these tasks must be accomplished without significant
efficiency losses caused by the discarding of genuine tracks or desirable stubs. A
firmware architecture was therefore designed that would allow this.

Figure5.2 illustrates the process of adding (or rejecting) stubs in the track fit. The
filter begins with an estimate of the track parameters and their uncertainties, also
referred to as the state, x̂t |t . Stubs are used, iteratively, to update the state following the
Kalman formalism, decreasing the uncertainty in the state with each measurement.
A weighting derived from the relative uncertainties in the state and measurement,
the Kalman gain Wt , controls the adjustment of the track parameters.

For the TFP demonstrator, an implementation was chosen that fits the following
four parameters:

x = (1/2R, φ0, cot θ, z0) , (5.9)

where R is the track radius of curvature and related to q/pT according to Eq. 2.2, φ0

is the azimuthal angle of the track in the transverse plane at the beam line, θ is the
polar angle and z0 is the longitudinal impact parameter.

An aspect of the KF that makes it suitable for FPGA implementation is the rela-
tively small size of the matrices which must be manipulated (4 × 4 matrices for a 4
parameter fit). The size of these matrices is independent of the number of measure-
ments, minimising logic usage. The iterative nature of the KF increases the required

Fig. 5.2 An illustration of the process of iteratively adding stubs to the Kalman fit in order of
increasing radius. As more stubs are added, the state estimate of the track parameters becomes
more precise. The grey circles represent stubs that are included in the fit, and the grey diamonds
with dotted borders represent stubs that are rejected as they are too far from the current track estimate
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complexity of the FPGA firmware, however, alternative track fitting procedures are
also iterative in nature, but in a different way. The KF approaches the final values
of the state parameters by adding successive measurement points, which force the
parameters to change. In contrast, linear regression-based track fit methods solve a
set of equations by successive approximations to the fit values. This fitting proce-
dure means that the size of the matrices (and subsequently the resources needed to
manipulate them) linearly increase with the number of hits (stubs) that are being used
to fit the track. This is not favourable for an FPGA solution, where the algorithms
must fit within resource usage constraints, and the size of the matrices is ideally
pre-determined.

Assuming that tracks originate at r = 0, a simplified form of the track equations
can be expressed in linear terms of the stub radius r ,

φ = φ0 − r

2R
,

z = z0 + r cot θ.

(5.10)

If m(φ, z) is the measurement, the update matrix Ht (found by taking the partial
derivative of the track equations with respect to the elements of x), can be expressed
as

Ht = ∂m

∂x
=

[−r 1 0 0
0 0 r 1

]
(5.11)

A further simplification is possible. As the true track parameters are not expected
to change between subsequent measurements, the forecast matrix Ft is simply the
identity matrix I4. As the current FPGA implementation of the KF does not take into
account the effects of multiple scattering, or other white noise-like effects, the matrix
Qt = 0. This means that Pt+1|t = Pt |t and x̂t+1|t = x̂t |t .

Pt |t can be written as a symmetric 4 × 4matrix, and is related to x̂ in the following
way:

xt Pt |t = (1/2R, φ0, cot θ, z0)

⎛

⎜
⎜
⎝

σ 2
a σab 0 0

σab σ 2
b 0 0

0 0 σ 2
c σcd

0 0 σcd σ 2
d

⎞

⎟
⎟
⎠ . (5.12)

Eight elements are always zero, as the assumed track equations (and therefore
update matrix Ht ) determine that (1/2R, φ0) and (cot θ, z) can be treated as inde-
pendent linear fits. The initial (seed) values for σa , σb, σc, and σd are determined
from the uncertainties in the Hough transform step. For example, σ seed

a and σ seed
b are

given by the uncertainty of the q/pT and φ0 estimates from the HT. These can be
determined by calculating 1/

√
12 of the corresponding HT cell widths. In addition,

σ seed
c is determined by 1/

√
12 of the width of the η sub-sector that the track candidate

was found in. On the other hand, σ seed
d is the RMS of the beam spot width (5cm).
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Uncertainties σab and σcd are initialised to zero, but will evolve over subsequent
iterations.

Uncertainties in the stub measurements are written in the form of the matrix

Rt =
[
σ 2

φ 0
0 σ 2

z

]
(5.13)

where in the barrel

σ 2
φ =

(
1√
12

p

r

)2

,

σ 2
z =

(
1.5625 l√

12

)2

,

(5.14)

and in the endcaps

σ 2
φ =

(
1√
12

ρ

r

)2

+
(
1.05

2R

)2

,

σ 2
z =

(
1.5625 l√

12

)2

0.9 (cot θ)2 ,

(5.15)

where here p is the strip pitch, and l is the strip length: 5cm in the 2S modules;
and 1.5mm in the PS modules. The values of 1.05/2R used here are based upon the
q/pT HT bin of the track candidate, implemented with a look up table.

The full set of KF calculations to solve at each step in t (which equates to the
incorporating of another stub in order of increasing radius) therefore simplify down
to:

Pt+1|t+1(r) = Pt |t − WtStWT
t ,

x̂t+1|t+1(r) = x̂t |t + Wtvt ,
(5.16)

where
St (r) = HtPt |tHT

t + Rt ,

Wt (r) = Pt |tHT
t S

−1
t .

(5.17)

It is evident from these formulae that St (a 2 × 2 matrix, as determined by the
size of the measurement vectormt , regardless of the number of iterations) is the only
matrix to be inverted. As this is a 2 × 2 matrix, all elements in the inverse have the
same denominator, so only one division is required. This is a major advantage over
linear fits, where larger matrices must be inverted. Section 5.1.3 explains how it is
possible to accomplish the above calculations within FPGA firmware.
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The KF firmware implementation can be separated into two parts:

• A state updater block to carry out the matrix operations described by the Kalman
formalism. This logic updates the state, including the track parameters, the covari-
ance matrix, and the χ2, along with additional parameters to be used for selection
or filtering;

• A flow control firmware which must gather stub and state information to present
it to the state updater, select and store updated states, and execute iteration cycles.

5.1.3 The Kalman State Updater

TheKalman state updater is the firmware block that executes thematrixmathematics.
The required matrix mathematics is implemented in a fully pipelined manner (with
the help of a higher level synthesis tool MaxJ [11, 12]). Other useful parameters such
as the χ2 of the track parameters, and the number of missing (no stub) layers are also
calculated and stored. The KF state update is implemented in fixed-point arithmetic,
not floating point calculations. This is required to keep resource usage reasonable
such that the algorithm could fit in modern FPGA devices, and to keep the latency
within the L1 trigger requirements. It was therefore required to study and tune the
fixed point bit sizes and ranges in order to ensure the required track fitting precision
was achieved.Thiswas done inC++ simulation, and further alterationswere informed
by comparisons between firmware output, and floating point simulations.

TheXilinxVirtex 7 series of FPGAs offer several (fully pipelined) built-in options
for multiplying high-bit size fixed-point numbers with DSPs. One 18-bit and one
25-bit quantity can be multiplied in a single DSP (taking three clock cycles), or
one 25-bit and one 35-bit quantity can be multiplied using two DSP units (taking
four clock cycles). To minimise the DSP resource usage, the former option was
used wherever possible, however, the covariance matrix update path required higher
precision than could be achieved with the 18-bit by 25-bit option, if it was to closely
match floating point simulations. Therefore, this path utilises the high precision (25-
bit by 35-bit) multiplication variant. The diagonals of Pt are therefore stored with
25 bits, and the intermediate quantities such as the elements of the inverted matrix
S−1
t = (

HtPtHT
t + Rt

)−1
and Wt are encoded with 35 bits. To minimise latency,

the matrix multiplications are implemented in separate, parallel DSP instances and
results that must be accumulated are done so with a maximally parallelised balanced
adder tree. This tree is shown in Fig. 5.3.

The High Level Synthesis (HLS) language and compiler tool MaxJ [11–13] was
used to implement the state updater part of the firmware, and the design benefits
from the built-in fixed-point support and pipeline scheduling provided by the tool.
A higher level tool like MaxJ is well suited to highly mathematical operations such
as the state updater, as the tool simplifies the task of ensuring correct pipelining and
timing for these operations, allowing the user to focus on correctly implementing
the mathematics. The division which is needed for the matrix inversion has been
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Fig. 5.3 The balanced adder
tree, used to implement the
matrix multiplication in the
Kalman filter

implemented in FPGA firmware in a custom, fast and lightweight way. A detailed
description of this method can be found in [14].

The allowed range of many of the bit-wise parameters are determined directly
from the tracker geometry and the boundary constraints imposed by the previous
track finding stage, theHT. For example, the radius of curvature Rmust be larger than
pmin
T /qB where by default, pmin

T = 3GeV. In addition, in over 99% of cases, the track
z0 is expected to lie in the range [−15cm,15cm], as determined by the interaction
region length. To allow a margin of error, the parameter ranges implemented in
firmware are actually chosen to be twice that of these analytical results. This is
necessary to allow intermediate steps in the calculation, where the parameters take
non-physical values, or in the case of combinatorial fake tracks which may fit curves
that point outside the expected ranges.

A minor firmware optimisation that has been implemented is to ignore elements
in the covariance matrix that are always zero, and take advantage of its symmetric
property. This means that only P01, P23, and the four diagonal elements, Pii must be
stored.

5.1.4 The Kalman Filter Flow Control

Figure5.4 shows the fitting procedure for an example candidate. A seeded estimate
for the state is obtained from the HT array index (q/pT, φT ) and η, φ sub-sector in
which the track candidate was found. Starting with the seed state and its covariance
matrix, stubs are used to update the state, ordered by increasing radius. To allow
for detector inefficiencies or for the possibility that no compatible stub is found on
a given layer, up to two non-consecutive layers may be skipped. In the case that a
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Fig. 5.4 An example of the Kalman filter fitting procedure for an HT candidate in the barrel, shown
in the r − z plane [14]. Genuine stubs are those associated with the same simulated charged particle,
and fake stubs are those which are not. Line segments represent the fitted track trajectory at that
point of the fit, updating with increasing radius, with the shaded area around the line showing one
standard deviation of the track parameter estimate. Dashed track segments highlight the different
result after fitting with stub 2a or 2b. The state that includes stub 2b is rejected after propagation to
stub 4, due to failing a χ2 cut in two consecutive layers

track candidate contains more than one stub on a given detector layer (which can
occur by chance, or when detector elements overlap), each combination of stub and
incoming state is propagated separately. This is why the implementation can be called
a combinatorial Kalman filter. This eliminates any possibility of the incorrect stub
affecting the fit of the genuine combination. The resulting states are ordered, giving
preference first to states with fewer missing layers, and then with the smallest χ2.
Only the best state according to this measure is obtained from the filter, so no new
duplicates are introduced.

One Kalman worker consists of a state updater, and the surrounding flow control
firmware that manages the stub and state information to ensure that the state updater
is provided with a steady flow of new and partially processed states; and the required
stubs for each iteration. Figure5.5 shows the connection of the logical elements
within one KF worker, and their operation is described in the following text.

Stubs for a set of track candidates arrive in packets from the HT. Since the
algorithm is iterative and an iteration takes many clock cycles, the stubs are stored
in memory (FIFO 1) for later retrieval. The seed creator outputs the starting state in
the required format.

TheHTarray index and sub-sector are used as a unique ID for each track candidate,
providing a reference to the stubs stored inmemory at the first step. Only one state can
enter the state updater on each clock cycle, and there may be competition between
partially worked states waiting in FIFO 3, and a new candidate arriving into the
worker, whose seed state is waiting in FIFO 2. The state control block multiplexes
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Fig. 5.5 Block diagram showing the connection of logical elements within a Kalman filter worker.
The function of each of the firmware blocks is described in the text

the incoming states, giving preference to new candidates. The stub-state associator
block uses the IDs stored with the state to retrieve associated stubs, in order to update
the current state. It determines which iteration the current state is on and passes any
stubs within the candidate assigned to the next layer, (or the next-to-next layer in
the case of a skipped layer), one per clock cycle. Stubs from the next-to-next layer
can only be forwarded to the state updater if the current state indicates that it has not
skipped two layers already.

One iteration of the KF is executed in the state updater, using the new stub mt

and the current state x̂t |t . The new state estimate x̂t+1|t+1, Pt+1|t+1, updated χ2 value,
and other status information are all calculated. At the output of the state updater,
any states that fail a set of configurable cuts are discarded. The applied χ2 cuts are
15, 100, and 320 for states with two, three, and four layers respectively. If the track
pT is below 2.7GeV, the cuts for three and four layer states are relaxed to 120 and
1420 respectively. These cuts were tuned to maximise efficiency in simulation. In
addition, a state with two layers or more is discarded if either of the following are
true: an estimated |z0| > 15cm; or an estimated pT < pmin

T − 0.1GeV, where pmin
T is

the track finding pT threshold (2 or 3GeV), and 0.1GeV is a configurable tolerance.
After these cuts are applied, the state filter is then able to select against the remain-

ing states based on pT, χ2, z0, and a minimum requirement on the number of stubs
from PS modules (which ensures good z0 resolution). At this point, states that have
fitted parameters that lie outside of the η, φ sub-sector where the candidate was
initially found are also discarded. The state filter preserves up to the best N output
states (by χ2), for a given state from the previous iteration. On the first iteration all
possible states are kept (which is a maximum of 13 as there can only be 16 stubs in a
track candidate); on subsequent iterations this is reduced to four. This helps minimise
the total number of states circulating in the worker at once, whilst preserving the best
state the majority of the time.

The surviving states are written into FIFO 3, to complete further iterations of the
Kalman filter. A completed track is one where a state has finished four iterations
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of the KF, after which the state is no longer re-inserted into this FIFO. All states
surviving the selection cuts are presented to the state accumulator, where the best
state for each track candidate is stored until a time-out signal is propagated, and the
fitted tracks are read out. In the accumulator, preference is first given to states with
fewer missing layers, and then with the smallest χ2. This block allows, if required,
the readout of partially filtered states on receipt of the time-out. This may be useful
when processing particularly dense jets, where many candidates (each containing
many stubs) mean that all iterations may not be complete before the time-out.

5.2 Resource Usage and Latency

The resource usage of a single KF worker is summarised in Table5.1. Thirty six KF
workers can be implemented in parallel in the V7-690, running at 240MHz. For the
TFP demonstrator, 72 KF workers are implemented, one for each channel (two links
transferring one stub per clock) from the pair of HT boards.

Table 5.1 Resource utilisation of the KF state updater, and one full KF worker, as implemented in
the V7-690 [15]. The usage as a percentage of the available resources in the device are also shown.
For each TFP, a total of 72 workers processing data from 36 HT arrays are used. As each DR block
processes the track candidates associated with six sub-sectors, in total twelve duplicate removal
blocks are needed per TFP. Four types of FPGA resources are given. A description of the FPGA
and each type of logic resource can be found in Sect. 1.4. The total usage is given with and without
the MP7 infrastructure (infra.) firmware

Firmware LUT DSP FF BRAM

1 state updater 4014 70 3094 6

1 Kalman worker 5520 71 4370 25

1 DR router 16,611 0 24,655 108

1 DR block 291 0 496 4

36 Kalman workers 199,000 2556 157,000 882

3 DR blocks 900 0 1500 12

MP7 infra. 96,000 0 89,000 330

Total 312,500 2556 272,000 1334

Total (no infra.) 216,500 2556 183,000 1004

Available in V7-690 433,000 3600 866,000 1470

Fraction of V7-690 [%]

36 Kalman workers 46 71 18 60

MP7 infra. 22 0 10 22

Total 72 71 31 91

Total (no infra.) 50 71 21 68
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Table 5.2 Percentage of tracks that fail to be fitted with four stubs after time-out in tt̄ events with
200 pileup in the flat geometry. This configurable time-out, or accumulation period can range from
900 to 1800ns. Several different values for this period were tested in hardware, and it was found
that for this particular sample (over 2000 events), a period of 1550ns was sufficient to allow all
tracks to be fitted with four stubs

Accumulation period [ns] 900 1450 1500 1550

Fraction of tracks with < 4 stubs [%] 100 55 13 0

Each logical element in Fig. 5.5 is implemented with a fixed latency. The latency
of a single KF iteration is dominated by the matrix operations involved in the state
updater, which takes 55 clock cycles. With a 240MHz clock frequency this is 230ns.
At each iteration, multiple stubs go into, and (after a 55 clock cycle delay) come out
of, the state updater on subsequent clock cycles. Allowing independent propagation
of multiple stubs on a layer slightly increases the total latency compared to just four
passes of the single iteration latency. An accumulation period of 1550ns before time-
out is set, after which point all tracks, completed or uncompleted, for one event are
output. Measurements shown in Table5.2 suggest that fewer than 0.1% of tracks in
top quark pair-production (tt̄) events with pileup of 200 fail to be fully reconstructed
within this accumulation period. Since the state keeps track of the current iteration
(identical to the number of stubs on the state), quality cuts can be placed on the
final tracks, if, for example, only completed KF tracks are required. All results also
assume that any tracks that arrive 300ns after the first track for that event are lost. In
tt̄ events with 200 pileup (flat geometry), this amounts to a loss of fewer than 0.1%
of tracks. This way, the track-finder can guarantee the downstream processors that
they will have to wait no longer than 300ns after the first track arrives to have access
to all the tracks from the event.

5.3 Potential for Improvements

The Kalman filter used in the demonstrator is in some respects a minimal version
of the full Kalman filter algorithm that could be applied to the task of track recon-
struction. In particular it neglects the fifth tracking parameter, the impact of multiple
scattering, and the advantages that could be obtained by treating the endcap and bar-
rel layers with different parametrisations. This served to simplify the implementation
of the KF in the FPGA at the expense of some tracking performance, although it is
expected that some extensions could be added without significant redesign of the
existing firmware. The first of these is the addition of the transverse impact parame-
ter, d0 to the fit, whichwill help identify and improve fitting performance for particles
which do not originate from the beam line, such as those from B hadron decay. In
this case, the track equation of φ would become
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φ = φ0 − r

2R
− d0

r
. (5.18)

A fifth parameter would require some additional resources, since the matrix
dimensions of Pt |t and Ht increase with the number of state parameters.

Accounting for the effect of multiple scattering has also been investigated. An
additive contribution to the forward prediction of the state covariance matrix, Pt+1|t ,
is required. This is the matrix Qt , as described in Sect. 5.1.1, and could easily be
accommodatedwithin the existing design. Since themagnitude ofmultiple scattering
depends on the amount of material traversed and the particle momentum, some
additional computation is required. The resource usage for this is small compared
to the other matrix calculations (one additional BRAM per KF worker), and can be
executed in parallel. The addition of multiple scattering may improve efficiency by
finding additional stubs after scattering, andmay improve resolution by de-weighting
stubs whose coordinates are more likely to have been influenced by scattering.

The decision to use stub radius as the stepping parameter was motivated primarily
by its simplicity to implement in the firmware design. The track equations described
in Sect. 5.1.1 naturally suggest using the radius r as the stepping parameter in the
KF. This is an appropriate choice for the tracker barrel, where modules are arranged
in layers of approximately constant (and precisely known) radius. In the detector
endcaps, however, the z coordinate is more precise, therefore stepping in z is a more
suitable parametrisation in this region. Since most tracks will pass through modules
in the barrel and the endcap, x̂t |t andPt |t would need to be transformed at the boundary
to the new coordinate system (which may increase latency and resource utilisation),
and distinct state updater logic would be needed for the update of barrel and endcap
states. For a fast and lightweight FPGA implementation of the KF, this would not
be desirable, so currently r is used as the stepping parameter throughout, and the
uncertainty in r due to the strip length in endcap modules is incorporated into the
z uncertainty as σ 2

z = σ 2
r (cot θ)2. For tracks with four endcap hits, this degradation

in resolution from the cot θ factor is between 1.9 and 5.5. An improved precision
would improve the ability of the fit to reject bad combinations of stubs in this region.
For this reason, the alternative scheme may be used in the final track finder.

It may be desirable to use floating point operations in a future design. As discussed
in Sect. 5.1.3, some 35-bit fixed point quantities were used in the design, and this was
in part to facilitate a wide range of values. A floating point numerical representation
would allow a constant relative precision for these values. MaxJ supports the use
of floating point types, including with non-standard bit widths for the exponent and
mantissa.

A Boosted Decision Tree (BDT) has been developed in FPGA logic that may be
bolted on to the back-end of the KF to select and remove fake tracks that remain
following the track fit. A full description of the implementation can be found in [12].
The choice of a gradient BDT with 100 trees, each three nodes deep was motivated
by simulation results. The four input parameters are χ2, 1/pT, cot θ and the number
of tracking layers skipped during fitting. The BDT is trained on a CPU, and the
trained parameters are exported to a text file, which can be read into a static FPGA
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implementation. The BDT can be tuned to increase its fake reduction power at the
expense of reduced tracking efficiency caused by the rejection of genuine tracks. It
is able to reduce the number of fake tracks in the tt̄ with 200 pileup sample by 35,
50, or 70%, with a corresponding loss in efficiency of 0.1, 0.5, or 1.0%. One instance
processes one track in 12 clock cycles, and runs at 400MHz in the Stratix V[16]
FPGA. The implementation consists of 9700 LUTs and 9900 FFs per instance.

In addition to these new features, some improvements can bemade to the firmware
design. A higher clock frequency would decrease the overall fit latency. Some
increase beyond the 240MHz achieved here should be possible, since the archi-
tecture of the Kalman filter is such that there are very few fan-outs, which allows
connected components to be placed closer in the FPGA, reducing signal path latency.
In addition, the design is heavily pipelined which allows for easier clock frequency
scaling without breaking the data flow structure.

Although the KF described here is capable of track fitting down to 2GeV, a
discussion of how its performance could be improved at low pT can be found in
Sect. 6.6.

5.4 Seed Filter and Linear Regression Fit

An alternative fitter has been developed that is also able to process track candidates
from the HT. This fitter is known as the Seed Filter and Simple Linear Regression
(SFLR) [17, 18], and has also been implemented on a Xilinx V7-690. The SFLR
first verifies that track candidates from the HT are compatible with a straight line
trajectory in the r − z plane. This is the seed filter component. It is able to remove
stubs from candidates that prevent the candidate from fulfilling this criteria. The
simple linear regression fit then calculates the track parameters of the remaining
tracks, with independent straight line fits in both r − φ and r − z.

Just like the KF, the SFLR firmware has been successfully demonstrated in hard-
ware, and the results match the CMSSW emulator well. In comparison with the KF,
the SFLR utilises 19% fewer BRAMs, but 29% more LUTs to process the track
candidates from one tracker sector (nonant or octant). As tracks are output from
the SFLR as they are fitted, and there is no accumulation period necessary, the first
tracks are output within 875ns. The output of the final tracks will be within 1658ns.
These numbers include the latency associated with the duplicate removal algorithm
described in Sect. 5.5.1. In terms of performance in simulated tt̄ events with 200
pileup, the SFLR outputs 83 (103) tracks in the tilted (flat) geometry scenarios. (To
be compared to 73 (79) for the Kalman filter). The final track finding efficiency of
the SFLR chain is very similar to the Kalman filter, with 94.3%, however a lower
efficiency is observed at pT >20GeV in the SFLR case, as it may be less efficient at
removing unwanted stubs from track candidates in high pT jets.

It is unlikely that the SFLRwill match the track fitting performance and flexibility
of the KF, however it may be a suitable option if latency becomes prioritised in the
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future. It is yet to be determined which of the two options scales best to higher clock
frequencies, and thismay become an important factor, aswill be discussed inChap. 7.

5.5 Duplicate Removal

5.5.1 Algorithm

The DR algorithm is the last element in the Track Finding Processor chain. At the
input to the DR, over half the track candidates are unwanted duplicate tracks created
by the HT. The purpose of the DR is to select and discard these tracks.

The DR algorithm is based on an understanding of how duplicate tracks form
within the HT. The chosen granularity at the HT allows stubs to be logged inmultiple
different cells in the track parameter space. This is illustrated in Fig. 5.6, where in
the example shown, four stubs (red lines) associated with a single particle produce
three track candidates in the blue and yellow HT cells. The KF rejects incorrect stubs
from the tracks and it fits the track parameters with a greater precision, therefore the
duplicated tracks now have q/pT, φT helix parameters that lie within the same bin
as the genuine tracks. In the example in Fig. 5.6, these three tracks contain the same
stubs; when they are fitted they will all yield identical fitted track parameters. These
fitted parameters should correspond to the blue cell, where the lines intersect. One
can therefore compare the original HT cell of each track candidate to the fitted result
in (q/pT, φT ) space to determine whether the fitted tracks are likely to be duplicated
or not, and discard the duplicates without any need for track to track comparisons.

The DR algorithm can therefore be described as follows: after the track fitter, any
track whose fitted parameters do not correspond to the same HT cell as the Hough
transformoriginally found the track in is eliminated.Hence, in the example of Fig. 5.6
the yellow cells will be eliminated and the blue (centre shaded) cell will be kept. The
advantage of this algorithm is that it identifies duplicates by looking at individual
tracks. As a result, there is no need to compare pairs of tracks in order to find out
if they are similar. However, due to resolution effects this simple implementation of

Fig. 5.6 Illustration of the
r -φ Hough transform
showing the formation of
duplicates. The dark grey
cell represents the desired
(genuine) track-candidate,
whereas the light grey cells
depict duplicate track
candidates generated within
the HT by the same set of
stubs

stub 1

stub 4

stub 3

stub 2
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Fig. 5.7 Demonstration of
the duplicate removal
algorithm running on a
single (highly occupied) HT
array in emulation. For an
example event, the upper
plot shows the occupancy of
an HT array after the HT step
only. The lower plot shows
only the track candidates that
remain following the
duplicate removal. A single
charged particle can generate
many adjacent track
candidates in the HT array,
but these sets of candidates
are reduced to just one
following duplicate removal After duplicate removal
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the algorithm loses a few percent tracking efficiency by discarding tracks that are not
duplicated. The efficiency can be recovered by performing a second pass through the
rejected tracks. During that pass, tracks whose fitted parameters do not correspond
to the HT cell of a track that was selected in the first pass are recovered. Figure5.7
shows the impact of running this duplicate removal algorithm on a highly occupied
HT array. This figure shows how lines of track candidate duplicates can be reduced
to a single track after duplicate removal.

5.5.2 Implementation

The implementation of the duplicate removal algorithm is shown in Fig. 5.8. The DR
block shown in that figure processes the tracks found by the KF in six sub-sectors, so
six such DR blocks must be instantiated to process tracks from all 36 sub-sectors in
the demonstrator TFP. Designing the DR block to process six sub-sectors instead of
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Fig. 5.8 Architecture of the duplicate removal algorithm implementation. A single DR logic block
is shown, which processes the KF tracks from six sub-sectors. Therefore, six such blocks are needed
to process all 36 sub-sectors in the demonstrator TFP [14]

one minimises the resource usage. As tracks are not ordered or sorted by sub-sector
when they are sent from the KF, a router is required to sort each fitted track to the
duplicate removal block that handles that sub-sector. The mapping of this router is
shown in Fig. 5.9.

Within the DR block, a matrix representing the HT arrays of the six sub-sectors
is implemented in a 18Kb memory, and is addressed using the sub-sector ID and the
ID of the (q/pT, φT ) cell that the candidate was found at within the HT array. Any
fitted track is flagged as consistent if its fitted helix parameters correspond to the
same HT cell as the HT originally found the track in. These tracks are forwarded to
the output channel, and the corresponding matrix address is marked. Tracks which
are both inconsistent (the helix parameters do not point to the same HT cell that the
track candidate was originally found in) and do not correspond to an entry already in
the matrix are added to a recovery FIFO (named R_FIFO in Fig. 5.8), which stores
these rejected tracks for a final pass.

After all tracks have arrived from the KF, the helix parameters of the inconsistent
tracks in the recovery FIFO are checked against the HT cell locations that have
been marked in the matrix. If one of the fitted track parameters corresponds to a HT
cell not yet marked the track is recovered, forwarded to the output channel, and the
corresponding address is marked in the matrix.

A complete reset of the matrix is required before processing tracks from the next
event, so two matrices (labelled Matrix A and Matrix B in Fig. 5.8) are instantiated,
which take it in turn to process alternate events. There is therefore always one active
matrix and one resetting matrix. Along with them, one FIFO is used for each matrix
to store the addresses that were marked and hence need to be cleared before the next
event. Each matrix and its corresponding clear addressing FIFO together occupy one
36Kb memory block. The FIFO in which the inconsistent tracks are temporarily
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Fig. 5.9 Block-like diagram of the routing firmware implemented between the Kalman filter and
the duplicate removal firmware blocks, as implemented in the V7-690 FPGA. The fitted tracks are
sorted into three different locations, each one corresponding to six of the eighteen sub-sectors that
are processed in a single V7-690

stored uses two 36Kb block RAMs. Therefore, a total of four 36Kb block RAMs
are used for each DR block, which is designed to process data from six sub-sectors.
As shown in Table5.1, (which lists the resource utilisation for each DR block as it
is implemented at 240MHz within the Xilinx V7-690), this is a very lightweight
design when compared to the entirety of the KF. The time to process a track is four
clock cycles.

In stand-alone hardware tests, 99.6% of the DR output tracks match exactly the
expectations from the software emulator. Around 0.5% efficiency is lost as a result
of the DR incorrectly removing genuine track candidates.

The KF also discards tracks that have fitted helix parameters that lie outside the
η, φ sub-sector that the track was originally found in (during the HT stage). This
eliminates a small number of duplicates that exist between the sub-sectors.
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Chapter 6
Demonstrator Results

6.1 Demonstrator Configuration and Data Format

In order to test the track finding capabilities of theTFPdemonstrator and the proposed
final system, simulated physics events with a pileup of up to 200 proton-proton
interactions per bunch crossing were produced with the CMS simulation software,
including modelling of particle interactions with the detector and the generation of
stubs. Samples consisting of top quark pair-production events (tt̄) are used primarily
for analysis, as the presence of high energy jets is particularly challenging for the
track finding algorithms.

Software developed to validate the hardware demonstrator is used to inject stubs
from these samples into the demonstrator chain, converting them to a text file before
transmission over IPbus [1]. Tracks reconstructed by the demonstrator using these
stubs are retrieved via IPbus at the end of the chain and are stored for later analysis.
The 48-bit input stub data format is given in Table6.1. The 128-bit output track data
format is given in Table6.2.

In parallel with the firmware developments, a software emulation of the TFP
demonstrator has also been developed. The emulator is able to process the same
fixed-point formatted stub data used as input to the demonstrator to produce tracks,
for offline comparisonwith the hardware output. The emulator uses fixed-pointmath-
ematical operations where possible, and attempts to simulate the logic implemented
in the FPGAs in order to model time-dependent effects. However, it is not fully a
clock-cycle accurate emulation so small differences between hardware and emula-
tion are expected. The emulator software can be configured to use full floating-point
precision for comparison. Output tracks produced by the emulator, and those pro-
duced by the hardware demonstrator are analysed by a comparison software package,
which checks for consistency on an event-by-event basis. As the TFP firmware is
agnostic to which tracker sector stubs are coming from, it is simple to inject stubs
associated with each sector, one by one, in an iterative manner such that the tracking
performance can be demonstrated for the entire geometrical coverage of the tracker.
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Table 6.1 Input stub data format at the start of the demonstrator track finding chain. The resolution
of the quantities that are given is not the known uncertainty of the quantities, but rather themaximum
theoretical resolution of the fixed-point encoding scheme used. The quantity φOct denotes the φ

coordinate of the stub relative to the centre of the φ octant. The module type parameter is used to
look up the strip pitch, strip length, and sensor separation of the tracker module associated with the
stub

Quantity N. bits Bitwise resolution

φOct 15 47.9µrad

rT 10 1.56mm

z 12 1.56mm

Bend 6 0.25 strips

Module type 3 –

Stub valid 1 –

Reserved 1 –

Total 48 –

Table 6.2 Output data format at the end of the demonstrator track finding chain. The resolution of
the parameters given is not the resolution that the parameters are measured to with the demonstrator,
but rather the maximum theoretical resolution of the fixed point encoding scheme used; therefore
some of the resolution numbers are too precise to be physical. The (excessively) large number of bits
used to encode the track parameters was chosen to assist in debugging and validation. Results plots
are generated with this truncated to 12 bits. The quantities labelled HT bin correspond to the bin
in the HT that the track candidate was originally found in. The quantities labelled helix parameter
(param.) bin correspond to the HT bin that the track would be expect to be found in, given its fitted
parameters. Number of layers encodes the number of unique tracker layers or endcap disks that
contained stubs used to fit the track. The sector ID encodes the η sub-sector that the track was found
in

Quantity # bits Bitwise resolution

η sub-sector ID 5 1 sector

1/2R 18 0.093 km−1

φ0 18 3.00µrad

cot θ 18 1.22 × 10−4

z0 18 0.491µm

χ2 17 7.81 × 10−3

# of layers 3 –

q/pT HT bin 5 1 bin

φT HT bin 6 1 bin

q/pT helix param. bin 5 1 bin

φT helix param. bin 6 1 bin

Error and validation 8 –

Reserved 1 –

Total 128 –



6.1 Demonstrator Configuration and Data Format 91

As the demonstrator firmware has been developed with the flat barrel geometry
(and octant sectors) in mind, all results from the hardware demonstrator are based
upon samples generated for this scenario. However, emulation software has been
developed that models the changes to the firmware that would be required to perform
well in the tilted barrel geometry (andwith nonant sectors).Where appropriate, results
generated with this software are presented, and should be considered complementary
to the hardware (flat barrel) results. As the stub rates in the inner layers are reduced,
and the stub generation efficiency is improved, track reconstruction performance
with the tilted barrel geometry is generally better than or equal to the flat barrel
scenario. For this reason, the satisfactory performance demonstrated in hardware for
the flat barrel geometry should be sufficient evidence that achieving the required
performance in the proposed tilted barrel, nonant hardware configuration is feasible.

6.2 Tracking Efficiency and Purity

The track reconstruction efficiency is measured relative to all generated charged
particles from the primary interaction that produce stubs in at least four layers of
the tracker, and are within the defined kinematic acceptance region (pT > 3GeV,
|η| < 2.4, |z0| < 30cm and Lxy < 1cm, where Lxy is the transverse distance from
the beam line to the particle vertex). The (relatively) large value of Lxy < 1cm, was
chosen to capture b-hadron decays, but exclude interactions in the beam pipe. A
charged particle is defined to be successfully reconstructed and contributes to the
efficiency if the following two conditions are met:

(i) a reconstructed track was fitted from a track candidate (or a sub-set of a can-
didate) that has stubs produced by the charged particle in a minimum of four
tracking layers;

(ii) this reconstructed track was fitted from a track candidate (or a sub-set of a
candidate) that consists solely of stubs produced by the charged particle.

Tracks that are not matched with a charged particle are known as misconstructed
or fake tracks. If a charged particle matches more than one reconstructed track,
subsequent matching tracks are labelled duplicates. After the track fit, all of the
tracks satisfying condition (i) must also satisfy condition (ii), as the KF is configured
to select only four stubs to fit from each track candidate. Only the first condition is
used for the HT tracking efficiency definition, prior to the track fit.

Table6.3 shows how tracking performance improves through the reconstruction
chain for the sample of tt̄ events at a pileup of 200. It can be seen that the HT finds
tracks with high efficiency, but also reconstructs many fake and duplicate tracks.
However, Table6.3 also shows that the KF eliminates the majority of these fake
tracks (but fails to reduce the fraction below 10% in this sample), and the duplicate
removal step successfully removes almost all the duplicates.

The mean tracking efficiency (over all applicable |η|), as measured in hardware is
94.5%, with a mean number of tracks found per event of 80 (20% fakes). These num-
bers agree to within 99.5% with the results generated by emulation. The agreement,
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Table 6.3 Track finding performance on simulated tt̄ events at a pileup of 200, after each stage
of the demonstrator chain, in the flat and the tilted geometry. The track finding efficiencies at each
stage are listed using the efficiency definitions given in the text, where the HT efficiency requires
only condition (i) to be met. Also quoted are the mean numbers of reconstructed tracks per event in
the entire tracker, and the subset of these tracks that are unwanted as they are either fake or duplicate
tracks

Flat barrel Efficiency [%] # of tracks # of fakes # of duplicates

HT 97.1 331 139 126

KF 95.1 190 27 103

DR 94.4 79 16 3

Full chain 94.4 79 16 3

Tilted barrel Efficiency [%] # of tracks # of fakes # of duplicates

HT 97.1 295 104 124

KF 96.3 159 16 84

DR 95.1 73 10 4

Full chain 95.1 73 10 4

when studied as a function of the particle kinematic properties is shown in Fig. 6.1.
The tracking efficiency from emulation is almost identical regardless of whether
floating-point or fixed-point stub data are used. In the tilted geometry emulation, the
efficiency for the same physics sample is 95.1%, with a mean number of tracks of
71 (13% fakes).

As shown in Table6.4, the efficiency to reconstruct leptons in the tt̄ physics events
exceeds 97%formuons over the entire acceptance, but this number is somewhat lower
at 81.3% for electrons, as shown in Fig. 6.2. The lower electron efficiency is expected
and is mainly due to bremsstrahlung effects, which cause the particle trajectory to
deviate from the helix assumed by the tracking algorithms. Some improvement to this
lower efficiency should be possible. For example, the KF algorithm can be modified
to allow for multiple scattering (see Sect. 5.3). The agreement between hardware and
emulation is equally good for leptons.

The purity of track reconstruction in the core of dense jets is slightly degraded
in comparison to isolated tracks, due to the increased likelihood of incorrect stubs
being included in the track candidate. Figure6.3 shows thatwhen selectingon charged
particles in jets which have total pT exceeding 100GeV, there is a small efficiency
loss, particularly in the region |η| > 1. As shown in Fig. 6.3, when adjusting the
secondmatching requirement to allow reconstructed trackswith atmost one incorrect
stub to contribute to the efficiency this effect is reduced. This indicates that much
of the reduction in measured efficiency that is observed in the region |η| > 1 comes
from the reduced track purity in these high-energy jets. Improved rejection of these
incorrect stubs by the KF should help improve the overall performance of the track
finder.
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Fig. 6.1 Track
reconstruction efficiency,
measured in both hardware
and emulation, for tracks
originating from the primary
interaction in tt̄ events with
200 pileup events
superimposed, as a function
of pT (upper) and η (lower).
Flat barrel geometry
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Table 6.4 Performance comparison between flat and tilted barrel tracker geometries using events
containing a single muon with fixed pT = 10GeV, at a pileup of 200, reconstructed using the
tracking algorithms optimised for a flat barrel geometry. The mean number of tracks found and the
tracking efficiency are provided

Single µ± events with 200
pileup

Flat geometry Tilted geometry

# of tracks after HT 229 161

# of fakes after HT 92 35

# of tracks after full chain 55 48

# of fakes after full chain 9 4

Efficiency after full chain (%) 97.3 97.3
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Fig. 6.2 Track
reconstruction efficiency, for
e± and µ± from tt̄ events
with 200 pileup events
superimposed, as a function
of pT (upper) and η (lower).
These results are obtained
from emulation
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The misconstructed track (fake) rates in tt̄ and 200 pileup events, as a function of
reconstructed η and q/pT are shown in Fig. 6.4. The high fake rate around |η| = 1.5
is a result of a higher stub-on-trackmultiplicity in this region. The ratio of the number
of fake tracks over the number of genuine tracks is given as a function of 1/pT. The
large fraction of fake tracks at very high pT is a result of very few genuine particles
having such high pT, whereas the distribution of combinatorial fakes is flatter by
comparison.

6.3 Track Parameter Resolution

Figure6.5 shows the resolution of the four track parameters (pT, φ0, cot θ, z0) for
reconstructed primary tracks from both hardware and emulation in tt̄ events with a
pileup of 200. A fifth track parameter, d0 is not reconstructed by the KF, but there is
potential to add this functionality (see Sect. 5.3 for further discussion). The resolution
is defined as the rms of the residuals between the measured track parameter and
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Fig. 6.3 Track
reconstruction efficiency as a
function of η, for all tracks
originating from the primary
interaction (black dots), or
for only the tracks contained
within a primary jet that has
a total pT exceeding
100GeV (red open circles),
for tt̄ events with 200 pileup
events superimposed. Either
no incorrect stubs are
allowed on the track (upper),
or at most one incorrect stub
is allowed on the track
(lower). These results are
obtained from emulation of
the flat barrel geometry
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the simulated truth track parameter. The level of agreement between hardware and
emulation is as expected, with remaining differences due to the use of floating-point
arithmetic in parts of the emulator code. A degradation in resolution with increasing
η is observed, due to a combination of the shorter effective lever arm available,
the reduced effective precision for hits in the endcap and the impact of increasing
material traversed by particles (and therefore increased scattering).

It is also instructive to compare the resolution of parameters for particles with
different pT ranges. The resolution of the track parameters for single isolated muons
is provided in Fig. 6.6. Multiple scattering effects dominate at low pT, and this is
particularly evident in the φ0 resolution (Fig. 6.6), where the resolution is better than
0.4mrad for muons with 15 < pT < 100GeV, and between 0.7 and 1.5mrad for
muons with 3 < pT < 5GeV. Similar effects are observed in the cot θ resolution,
where a resolution of around 0.0025 for pT < 5GeV tracks that only pass through
the barrel is observed, but this degrades by approximately a factor of ten for tracks
at the highest η ranges. The relative precision in pT for muons with pT < 15GeV
is limited by multiple scattering, and is approximately 1% in the barrel. This metric
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Fig. 6.4 Misconstructed
track (fake) rate as a function
of reconstructed η (upper)
and q/pT (middle). The ratio
of the number of fake tracks
over the number of genuine
tracks is given as a function
of 1/pT (lower). The sample
of tt̄ and 200 pileup is used.
On average there are about
10 fakes per event, out of
about 70 reconstructed tracks
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Fig. 6.5 cot θ resolution (upper left), z0 resolution (upper right), φ0 resolution (lower left), and
relative pT resolution (lower right), measured for tracks originating from the primary interaction in
tt̄ events with a pileup of 200 as determined from both hardware and emulation. Flat barrel geometry

actually degrades with increasing pT due to decreasing radius of curvature, and is
about 2% for barrel only tracks at high pT.

The resolutions compare reasonably well to those obtained with offline track
reconstruction [2], and are good enough to ensure that the tracks will be useful
to the L1 trigger [3]. It should be noted that the offline reconstruction is able to
utilise all available information from the tracking system, and more sophisticated
reconstruction algorithms. In offline simulations, for 10GeVmuons passing through
the centre of the tracker barrel, the φ0 resolution is approximately 0.2mrad while
the pT resolution is approximately 0.5%. Full offline reconstruction outperforms the
demonstrator by about an order of magnitude in the z0 and cot θ fit, primarily due to
the inclusion of hits from the inner pixel detector.

By comparing the z0 and cot θ resolution of single isolated muons with fully float-
ing point simulations, as shown in Fig. 6.6, the demonstrator only achieves approxi-
mately half of the floating point precision in the barrel. This degradation of resolution
in the demonstrator system comes as a result of choosing to encode the r and z stub
coordinates too coarsely (using 10 and 12 bits, respectively) and therefore reducing
the ultimate precision of the track parameters. Figure6.6 shows that improving the
encoding of the stub coordinates by assigning an additional two extra bits to both
r and z recovers the lost precision, meaning that the z0 resolution reaches approxi-
mately 1mm for muons with 5 < pT < 15GeV and |η| < 2. As there is one reserved
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Fig. 6.6 z0 (top row), relative pT (second from top row), cot θ (second from bottom row), and φ0
(bottom row) resolution, measured for single isolated muons (left column) with 3 < pT < 5GeV,
5 < pT < 15GeV, and 15 < pT < 100GeV. Resolution for muons over the full 3 − 100GeV range
are also shown (right column), with default (10-bit r , 12-bit z), enhanced (12-bit r , 14-bit z), and
full floating point input stub precision. These results are obtained from emulation. In the figure, pμ

T
simply means the pT of the generated muon
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Fig. 6.7 Efficiency of track
finding in jets as a function
of pT, when one incorrect
stub is allowed, and when
none are allowed. The tracks
that are used were selected to
originate from the primary
vertex of a simulated top
quark decay. These results
were obtained from
emulation with flat barrel
geometry
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bit in the input stub data format, and the three bits used to code the module type are
not required and can be replaced with a look-up-table in the HTP, the total number
of bits used to encode the stub can remain at 48. This change can be implemented
with negligible impact on resource usage, and no impact on latency. Figure6.6 also
shows that with this improved encoding scheme, the precision of all four parameters
is close to that obtained by the floating-point simulation of the demonstrator. This
effect is not observed in the pT and φ0 resolutions, as the z-coordinate is not used to
fit these parameters.

An incorrect stub on a track candidate can be defined as one that was not created by
the same particle as the majority of the stubs that contributed to the track candidate.
Stubs that were generated by multiple particles (e.g different particles generated the
cluster in the upper and lower sensor) are counted as correct if any one of those
particles is the particle of interest. If tracks found by the KF with one incorrect
stub were included in the efficiency numerator, the efficiency for finding tracks in
jets would be slightly higher (particularly for |η| > 1.1, and at high pT). This is
shown in Fig. 6.7. However, in general these additional tracks have much poorer
track parameter resolution, particularly in the z0 parameter. A single incorrect stub
can reduce the precision of the z0 fit from∼2mm to∼2cm. As such tracks would be
of much lower value to the L1 trigger [3, 4], it is therefore required that no incorrect
stubs may be used to fit a track candidate if it is to be matched to a particle for the
purposes of efficiency measurements.

6.4 Data Rates and Limitations

As shown in Fig. 6.8, the number of tracks reconstructed per event increases with
increasing pile-up. On average, 73 (79) tracks per event are reconstructed in tt̄ events
with a pileup of 200 in the tilted (flat) geometry.



100 6 Demonstrator Results

Fig. 6.8 Total number of
reconstructed tracks per
event when processing tt̄
events superimposed with 0,
140, and 200 pileup events.
These results are obtained
from emulation, and are
shown when effects of
truncation, caused by excess
data flow through the system,
are both included and
excluded. Flat barrel
geometry

Reconstructed tracks / event
0 50 100 150 200 250 300

Fr
ac

tio
n 

of
 e

ve
nt

s
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

With truncation
Without truncation
<PU>=0
<PU>=140
<PU>=200

The demonstrator system has been designed to handle the high data rates present
in these events with minimal data loss or truncation that results when the firmware
does not have enough time to complete the processing of one event prior to data from
the next event becoming available. Figures6.9 and 6.10 show the distribution of the
number of stubs per event transmitted from the HTP to the HT in each sub-sector.
Truncation of data would occur if these stubs could not all be sent within the 900ns
period before the next event arrives (as is specified by the 36 bx demonstrator time
multiplexing period). As one stub from each sub-sector is transmitted at 240MHz,
this corresponds to a theoretical limit of 216 stubs per sub-sector, although data
truncation occurs from around 175 stubs due to gaps in the data sequence. This limit
exceeds the average data rate by a factor of 1.94 (2.92) in the flat (tilted) barrel
geometry. Truncation effects in this part of the system are small, but measurable: in
the flat barrel scenario 0.3% of stubs are lost in tt̄ events at pileup of 200, which in
turn leads to a 0.5% loss of tracking efficiency in the flat geometry.

Figures6.9 and 6.10 also show the distribution in the number of reconstructed
tracks in each sub-sector that are output by the HT per event, for the same sample. It
should be noted that 70%of sub-sectors contain no reconstructed tracks, while 97.5%
of sub-sectors contain fewer than ten reconstructed tracks. As the mean number
of stubs associated with each HT candidate is 6.8, there is usually no difficulty
in outputting tracks from the HT within the latency limitation. The effects of this
limitation are most evident when collimated, high-energy jets from the tt̄ system
produce many particles and stubs in a narrow angular region (e.g contained within
one or two φ, η sub-sectors), accounting for the tails seen in Figs. 6.9 and 6.10.
The array division and subsequent multiplexing and load balancing introduced at
the back-end of the HT, as discussed in Sect. 4.2.3, address this challenge. With
these modifications to the HT implementation, the loss in tracking efficiency due to
truncation at the output of the HT is below 0.1% when processing tt̄ events with a
pileup of 200 and the flat geometry.

As described in Sect. 5.1.4, the accumulation latency of the KF track fitter is
configured such that it has time to assign stubs from four tracker layers to almost all
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Fig. 6.9 Data rates out of
the HTP and into the HT,
when processing tt̄ events
with 200 pileup in the flat
barrel geometry. The upper
plot show the number of
stubs transmitted from the
HTP to the HT per
sub-sector per event.
Truncation effects occur
when this number exceeds
about 175. The lower plot
show the number of
reconstructed tracks from the
HT per sub-sector per event.
In the TFP demonstrator
design, truncation occurs
when the number of stubs on
track candidates exceeds 202
(which corresponds to
around 30 tracks on average)
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tracks. When processing tt̄ events at pileup of 200 less than 0.1% of efficiency is lost
in the KF when selecting on these four stub tracks. Again, this loss occurs mainly
within particularly high-energy jets, and can be partly mitigated by prioritising the
reconstruction of high pT track candidates.

The total loss in tracking efficiency from truncation effects of the full tracking
chain is determined to be less than 0.6% when processing tt̄ events at a pileup of 200
in the flat barrel geometry. This can be seen in Fig. 6.11.
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Fig. 6.10 Data rates out of
the HTP and into the HT,
when processing tt̄ events
with 200 pileup in the tilted
barrel geometry. The upper
plot show the number of
stubs transmitted from the
HTP to the HT per
sub-sector per event.
Truncation effects occur
when this number exceeds
about 175. The lower plot
show the number of
reconstructed tracks from the
HT per sub-sector per event.
In the TFP demonstrator
design, truncation occurs
when the number of stubs on
track candidates exceeds 202
(which corresponds to
around 30 tracks on average)
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6.5 Tracking Robustness

The demonstrator was also tested on samples that emulated a situation in which a
fraction of modules in the tracker do not produce stubs (in the flat barrel geometry).
Figure6.12 illustrates the localised loss in efficiency expected when all modules
on barrel layer four, in the region −1 < η < 0 and 0 < φ < π , are prevented from
generating stubs in simulation. As shown in Fig. 6.12, this efficiency loss can be
recovered by relaxing the threshold criterion on the number of hit layers in the HT
from five to four in the affected (η, ϕ) sub-sectors. This change in the threshold leads
to a small increase in data rate out of the HT, to 347 track candidates per event (304
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Fig. 6.11 Track
reconstruction efficiency for
tracks originating from the
primary interaction in tt̄
events with 200 pileup, as a
function of pT (upper) and η

(lower). It can be seen that
the truncation effects are
negligible. These results are
obtained from emulation,
both including and excluding
truncation effects, in the flat
barrel geometry
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without the recovery, but with the dead modules). The small increase is caused by
additional fake tracks, which occur as a result of the looser threshold.

6.6 Track Finding Down to 2GeV

Tracking information down to 2GeV may be of use to the L1 trigger, and the impact
of this requirement on the proposed track-finder system has been studied. Lowering
the minimum pT threshold from 3 to 2GeV requires modifying the HTP parameters
to ensure adequate duplication in φ, and modifying the HT configuration by increas-
ing the number of columns along the q/pT axis by 50% to take into account the
increased pT range, while preserving the precision of the estimate. This increase in
the q/pT range consequently increases the required FPGA resources by around 50%,
as the resource usage is approximately proportional to the number of columns in the
HT array. When this naive scaling is applied, a reduction of tracking efficiency is ob-
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Fig. 6.12 Track reconstruction efficiency as a function of η, measured in emulation, when process-
ing tt̄ events with 200 pileup, in the flat barrel geometry, where the tracker is affected by a failure
of all modules in the region −1 < η < 0 and 0 < φ < π of barrel layer four. Results are compared
before (black dots) and after (red open circles) relaxing the threshold criterion on number of hit
layers in the affected region, as described in the text

Table 6.5 Track finding performance down to 2GeV, for simulated tt̄ events at a pileup of 200,
after each stage of the demonstrator chain, in the tilted geometry

Tilted barrel Efficiency [%] # of tracks # of fakes # of duplicates

HT 94.8 771 201 381

KF & DR 91.6 210 29 3

Full chain 91.6 210 29 3

served in the range 2 < |pT| < 2.7GeV when compared to the |pT| > 3GeV range,
primarily due to multiple scattering (which can be seen in simulation) where stubs do
not always intersect within a single HT cell, and therefore fail to exceed the threshold
criteria and generate track candidates. To mitigate this effect, it is possible to reduce
the precision of the HT along q/pT and φT , for the range 2 < |pT| < 2.7GeV only,
by a factor of two. This variable precision HT has been implemented in firmware,
and has been successfully demonstrated in hardware. Overall tracking efficiency,
rate, and purity for this configuration is shown in Table6.5.

This implementation results in a track-finding efficiency post KF (HT) of around
87% (92%) in the region 2.15 < |pT| < 3GeV, and around 79% (85%) in the region
2 < |pT| < 2.15GeV for tt̄ with 200 pileup samples in the tilted geometry. As theKF
has not been re-optimised for the new minimum pT threshold, around 5% efficiency
is lost for pT < 3GeV tracks. This is likely to be improved if the χ2 cuts are loosened
for low pT tracks as the mean track χ2 is almost four times larger for 2GeV tracks
in comparison to 8GeV and above. This is a result of a combination of increased
multiple scattering at low pT, and missing error terms for the inner barrel modules
that are tilted in the r − z plane by an angle, γ , not yet included in the fit. The
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Fig. 6.13 Track rates per nonant out of the TFP, with the tilted geometry, tt̄ and 200 pileup. Results
are shown for tracking down to 3GeV, (red) and down to 2GeV (blue). The vertical axis represents
frequency/nonant/event, and is logarithmic. This metric is important for the L1 trigger which must
be able to accommodate the tails in the distribution. It is likely that two 16 or 25Gb/s links per track
finder will send data to the L1 correlator

additional errors in φ are proportional to 0.0015 sin γ /pT, where 0.0015 is the width
of a PS module macro-pixel in metres.

Figure6.13 shows the distribution of track rates per nonant when tracking down
to either 2 or 3GeV. The mean rates per nonant are 23 (2GeV) and 8 (3GeV)
respectively.

6.7 Latency Measurements

Latency measurements were made for each step independently, and also for the full
demonstrator chain. These are shown in Table6.6, and diagrammatically in Fig. 6.14.
Measurements include optical transmission delays and SERDES latency of the links.
The full demonstrator chain from source to sink, and the sum of each step measured
individually give identical results. By design, the processing latency of the complete
system is fixed, regardless of pileup or occupancy. This is done to guarantee delivery
of the first and last tracks from an event to the downstream processing in a predictable
way. In addition to the time difference between the first stub entering the system and
the first track leaving it (FIFO), the table also shows the time difference between the
first stub entering and the last track leaving (FILO). Explanation of the latency for
each processing step is given in Chaps. 4 and 5. As a result of the time-efficient data
delivery scheme to the TFP that is employed, it can be seen that the majority of the
latency budget is used in executing the track-finding and track-fitting algorithms. A
discussion of how these latency numbers could be optimised in the future, and how
they scale to a proposed final system is given in Sect. 7.1.
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Table 6.6 Measured latency of the hardware demonstrator, with demonstrated components of the
track reconstruction chain listed individually and accumulated, including the SERDES and optical
transmission delays between each board. The labelling of the SERDES stages matches that given
in Fig. 6.14

Step Latency [ns]

SERDES + optical length 1 143

HTP 251

SERDES + optical length 2 144

HT 1025

SERDES + optical length 3 129

KF + DR 1658

SERDES + optical length 4 129

Last out − First out 225

Total: First out − First in 3479

Total: Last out − First in 3704

Fig. 6.14 Illustration of the demonstrator latency. The processing latency for each algorithm block
is shown, in addition to the latency measured for each stage of SERDES and optical lengths. The
labelling of the SERDES stages matches that given in Table6.6

6.8 The Evolution of the Track Finder

So far the majority of results that have been presented show the performance of the
demonstrator and proposed TFP, as it currently stands. It is important to note that it
was a 3 − 4 year long process of research, development, optimisation, and trial and
error before a system compatible with the L1 requirements was achieved. Table6.7
shows the state of the proposed track fitter at different points in time during the PhD.
May andDec. 2016 correspond to the Stage 1 and Stage 2 demonstrators respectively,
as described in Sect. 3.3.1.

It can be seen in Table6.7 that one of the most significant improvements over time
was the number of track candidates (of which most were not genuine) produced in
the HT. An early design (Dec. 2014) generated 3600 candidates from a sample of tt̄
and 140 pileup. For comparison byMay 2016 increased η segmentation, the addition
of a bend filter, and an optimised offset in the HT array resulted in the same sample
(tt̄ and 140 pileup) producing only 275 track candidates on average.

Until Summer 2016, there was no working track fitting or duplicate removal
firmware in the demonstrator chain. It was clear that this would be required, but
the track fitter must be able to remove stubs from tracks and cope with multiple
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Table 6.7 The evolution of track finding components and their configuration and performance,
Dec. 2014 to Dec. 2017. The efficiencies given are the HT tracking efficiency up until May. 2016,
after which the full definition is used. The physics samples used for performance comparisons are tt̄
with either 140 (upper table) or 200 (lower table) pileup. Large samples of 200 pileup events were
not available until May 2016. The subscript in the segmentation rows refers to the values of T for
φ, and S for η respectively

140 pileup Dec. 2014 May 2015 Dec. 2015

HT firmware systolic systolic systolic/pipelined

Track fit firmware – – –

Geometry Flat Flat Flat

φ segmentation 64 in φ0 64 in φ0 32 in φ45

η segmentation 5 in η0 5 in η0 5 in η65

HT size (φ, q/pT) 32 × 32 32 × 32 32 × 32

HT offset, T 0 65 45

Bend filter ✗ ✗ ✓

Efficiency [%] 97 96 97

# tracks 3600 2400 1050

200 pileup May 2016 Dec. 2016 Dec. 2017

HT firmware HTP & daisy chain HTP & daisy chain HTP & daisy chain

Track fit firmware – KF & DR KF/SFLR & DR

Geometry Flat Flat Tilted

φ segmentation 32 in φ58 16 in φ58 18 in φ61

η segmentation 9 in η65 18 in η50 18 in η50

HT size (φ, q/pT) 32 × 32 64 × 32 64 × 32

HT offset, T 58 58 61.2

Bend filter ✓ ✓ ✓

Efficiency [%] 97 94 95

# tracks 800 79 73

stubs on a single tracking layer, which are not features of many standard track fitting
algorithms. A linear χ2 fit, solved by Newtonian iteration; and the Kalman filter;
were both studied in software to compare performance. Implementing the KF in
firmware was challenging. Bugs in the complex state updater, relating to the number
of bits used for intermediate calculations, and overflowing outputs were difficult to
diagnose.

A significant amount of time was required to debug the firmware and emulation
software to a state where the results were in agreement (to the 0.1% level). While
development of the firmware in Xilinx software often proceeded without hitches,
the firmware did not always behave as expected when run in the MP7. Differences
between firmware simulation in the Xilinx software, and the output of the MP7
hardware were particularly difficult to debug, and involved inserting an ila core
into the firmware, which allows the study of internal digital signals in real time



108 6 Demonstrator Results

with software known as ChipScope Pro [5]. These differences occur because it is
not possible to simulate all aspects of the design simultaneously (in particular the
infrastructure), and the simulation is very slow, meaning that running a large number
of samples through the hardware is often the quickest and easiest way to test for
and diagnose bugs. A significant amount of work was also required to integrate all
the firmware blocks together to make the demonstrator chain. Subtle differences in
timing, data formatting and packaging, or other small bugs often prevented firmware
blocks from correctly communicating with each other.

Since Dec. 2016 work has focussed on resolving remaining firmware bugs, op-
timising and adjusting the algorithms and firmware for the tilted barrel geometry,
running the firmware implementations at >240MHz clock speeds, and developing
firmware and hardware to utilise the latest generation of FPGAs and optical links
(see Chap. 7).

6.8.1 Rejected Ideas

The concept of an η filter within the Hough transform was investigated. A simple η

filter was able to reduce the number of candidates to 580 in the May 2015 configu-
ration, with a corresponding 2% efficiency loss. The concept was to bin stubs from
each selected HT cell into 64 (overlapping) bins in η. The mean η of the stubs within
the most populated bin would be calculated, and stubs in the candidate more than the
calculated resolution away from the mean value would be rejected. Either this filter
would take place before the number of layers criterion was applied, or it would need
to be applied a second time.

There were plans to run a second HT in the r − z plane. This HT would reduce
the number of candidates in the May 2015 configuration to about 400, without any
efficiency loss. Although the r − z HT was able to reduce the fraction of fake tracks
from 77 to 21%, it produced new duplicates, increasing the genuine duplicate rate
from 12 to 69%. The FPGA resources required to run a second HT were ultimately
deemed to be too great.

Both the r − z and the η filter were ultimately made unnecessary, as the increase
in the number of η sub-sectors from 5 to 9 led to a reduction in fake track candidates
by a factor of three. However, these ideas eventually led to the r − z seed filter, as
described in Sect. 5.5.1.

An alternative duplicate removal algorithm was studied in software, and imple-
mented in a V7-690. This algorithm compared nearby track candidates in the HT
array, and discarded tracks that shared a high fraction of stubswith another candidate.
The latency to complete this procedure was in excess of 900ns, primarily because the
DR must wait for all the HT tracks to be read out. As the simple duplicate removal
algorithm discussed in Sect. 5.5.1 takes around 38ns, and performs similarly, it was
selected instead.
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6.9 FPGA Resource Usage

Constructing the hardware demonstrator out of many MP7 boards avoids the logic
constraints of a single, currently available, FPGA processing board. On the other
hand, it is important to keep the total resource usage realistic such that a final system
could be built at a reasonable cost, using FPGAs that are expected to be available
on the time-scale for production. Table6.8 shows the total FPGA resource usage for
each demonstrator step (where the numbers given for theHTandKF implementations
are summed across the two boards used for each component). The combined total
for all the steps gives the resources used to demonstrate the functionality of one
entire TFP with a time-multiplexed factor of 36. Each FPGA in the demonstrator
also runs the MP7 core infrastructure firmware (Sect. 3.3.2.1), which is required for
board configuration, link buffering and error checking. This firmware was developed
for the CMS calorimeter trigger, and while it does not constitute the majority of
logic in the TFP (as shown in Table6.8), it is expected that with some optimisation
it could be reduced in size and still deliver the functionality needed for the track
finder. Resources required to buffer and transmit track finder data to the DAQ is not
included.

In order to meet timing and routing constraints in the V7-690, the designs often
prioritised the use of block RAM over LUT-based distributed memory. This balance
could be readdressed in the future, as the design is adapted to newer FPGAs, with
different types of embedded memory, such as the newly developed UltraRAM [7], a
dual-port 288Kb (larger than the 36Kb BRAM currently utilised) on board memory
block, that can be chained together to create large memory arrays up to 500Mb in
size.

Table 6.8 Total resource usage for the demonstrator TFP (with time-multiplexed factor of 36), as
implemented in theV7-690FPGA[6]. The resources needed to construct a completeTFPcorrespond
to the sumof the numbers from the three rows labelledHTP,HT, andKF andDR.Resources required
to buffer and transmit track finder data to the DAQ is not included. Other FPGAs are shown for
comparison

Firmware LUT[103] DSP FF[103] BRAM

HTP 121 1056 205 222

HT 244 2304 299 1188

KF and DR 432 5112 366 2008

Infra. per MP7 90 0 91 291

TFP Total (excl. infra.) 795 8472 870 3392

TFP Total (inc. infra) 1245 8472 1325 4857

Available in V7-690 433 3600 866 1470

Available in KU-115 633 5520 1266 2160

Available in VU-9P 1182 6840 2364 2160

Available in VU-11P 1296 9216 2592 2016
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6.10 The Associative Memory Track Finder

In contrast with the all-FPGA track candidate finder presented in this thesis, a com-
mon alternative approach to tracking within a sub-millisecond latency is to use a
custom pattern recognition ASIC, known as an Associative Memory (AM) chip.

A current example where an AM chip is to be used is in the ATLAS FTK system
[8, 9], which has been designed for online track finding at up to 100kHz in real time.
The 65nm CMOS AM06 chip used in this system contains memory banks that store
data organised in 18-bit words, where a collection of eight such words is known as
a pattern. This chip is capable of storing about 130,000 patterns (spread across 64
blocks with 2000 patterns each), and has an input data bandwidth of about 2Gb/s,
and an output bandwidth of about 0.2Gb/s. The full FTK system will be composed
of 7500 AM chips.

While suitable for the FTK application, the AM06 chips would not meet the
requirements for use at CMS Phase II, where we require both operation at an event
rate of 40MHz, pattern recognition on the time-scale of 1µs, andwith a pileup of 140
or 200. The AM06 chips are designed for higher latency applications, and the pattern
density and output bandwidth are not sufficient. To this end, development is ongoing
for a 28nm AM chip [9], which would have a pattern density four times greater than
the AM06. This chip is designed for a 200MHz clock frequency, and is planned to
consist of four cores with separate outputs, for increased output bandwidth. Further
iterations of this chip are planned, with a potential candidate for the CMS track finder
expected around 2020.

Similarly to the TFP demonstrator described in this thesis, an AM-based track
finding demonstrator has also been developed, although in a less complete form
[2, 10]. This proposal makes use of a data delivery layer, an AM pattern recogni-
tion layer, and lastly an FPGA-based track fitting step. An FPGA is also needed
to distribute the data to up to 16 AMs per prm board. This demonstrator assumes
AM ASICs will achieve the specifications of the current R&D design goals, corre-
sponding to about 150,000 patterns per chip. In order to demonstrate the low latency
functionality of the future chip, an FPGA emulation of the proposed AM was used,
with a reduced pattern capacity (1024 patterns). The final chip will be required to
store a few hundred thousand patterns per chip, for a total of around one million
patterns for each trigger tower (of which there are 48).

The proposed data processing sequence is heavily pipelined, assumes a 20 bunch
crossing time multiplexed period (corresponding to an event rate of 2MHz), and
proceeds as follows:

• Stub data enters the prm. The full resolution stub is stored in a buffer, while a coarse
resolution version of the stub (called a super-strip) is generated and transmitted
to the AM chips;

• The AMs identify sets of super-strips that match patterns called roads. The roads
are transmitted back to the FPGA;
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• Super-strips associated with the matched roads are retrieved from a pattern mem-
ory, and the full stub data associated with those super-strips are retrieved from the
buffer;

• The super-strips selected are filtered so that each track candidate contains no more
than one stub for each tracking layer;

• The track candidate is sent to the track fitter which calculates the track helix
parameters. The linearised track fit is implemented in FPGA firmware and uses a
simplified Principal Component Analysis (PCA) procedure [10].

In this system, the latency for the first track candidate to be ready for downstream
filtering is 1850ns (with the final candidate appearing at 2300ns). The majority of
this time, however, is taken up in the data delivery, as the time from the last stub
in to the first stub out is only six clock cycles. The total latency is very similar to
the 1813ns that is observed for the first track candidate to emerge from the Hough
transform (240MHz version) in the TFP demonstrator. Here an estimate of 250ns
is used for the latency of the DTC stub processing and time multiplexing, and about
150ns are required for SERDES and optical transmission time between the DTC and
HTP, and between the HTP and the HT respectively.

The AM performance has been verified in a flat barrel simulation for scenarios
up to a pileup of 250 events. The track reconstruction efficiency of muons above
3GeV in tt̄ events is above 95%, with a sharp turn on curve at 3GeV. For jet pT
greater than 100GeV, a reduction of tracking efficiency by up to 35% is observed as
a result of high occupancy [2]. This loss primarily affects the lower pT tracks as the
readout of high pT roads is prioritised. In this simulation, truncation occurs when
the number of AM roads exceeds 250, and the number of track stub combinations
exceeds 800 per tower. In tt̄ events at 200 pileup (flat barrel geometry), truncation
due to these limitations is observed to a greater degree than what is observed for the
daisy chain HT implementation with the multiplexer.

Once again, the ordering of tracks by pT can go some way to mitigate the effect
that this will have on trigger performance, in addition to future developments in
cleaning and fitting techniques, and the change to the lower occupancy tilted barrel
geometry. Following the track fitting step, which has an estimated latency of 0.5–
1.5µs, depending on requirements, and the duplicate removal (which is estimated
to take an additional 100ns), a mean track rate for this sample is observed to be
63 − 77 tracks per event, depending on the choice of combination builder (discussed
in [2]). This compares very well to the results from the full TFP demonstrator chain
presented in this paper, in which a mean of 79 tracks per event are observed. The
additional tracks in the TFP demonstrator are misconstructed (fake) tracks, which
are present as a result of looser cuts and less data truncation, designed to maximise
efficiency in this approach.

While the all-FPGAdemonstrator has been shown to operate using presently exist-
ing hardware, an AM chip that can fulfil the requirements of CMS does not currently
exist. The cost and time required to develop a chip that has both the latency andmem-
ory requirements would likely be considerably more than designing data processing
boards with the latest commercially available FPGAs. The all-FPGA demonstra-
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tor presented in this thesis contains the full functionality of the final system, and a
track finder could be assembled with 5 (number of MP7s used to demonstrate one
TFP)×9 (number of φ-sectors)×36 (demonstrated time multiplexing period)=1620
MP7 boards. Although this would be entirely unnecessary, and would result in an
more expensive and larger system than ideal, it does show that an all-FPGA solution
is overall a very low risk option. On the other hand, the AM demonstrator relies
heavily on the scaling up of the FPGA emulations, which themselves are not fully
sufficient to demonstrate the required chip functionality. Considering this, and the
cost and risks associatedwith developing an unproven customASIC, in an unfamiliar
(for HEP) 28nm technology, it is expected that an all-FPGA track-finding approach
will be used by CMS.

6.11 The Tracklet Track Finder

In addition to the AM and the Hough-transform methods discussed in this thesis,
a third track finding system has been proposed and studied. This is an all-FPGA
solution known as the tracklet approach [11, 12].

The tracklet algorithm is as follows:

• Seeds known as tracklets are formed from pairs of stubs in adjacent tracking layers,
and consist of an estimate of the potential track parameters using the interaction
point as an additional constraint. A finite number of seeding layer combinations
are implemented. The five combinations are barrel layers (1, 2), (3, 4), (5, 6) and
endcap disks (1, 2) and (3, 4) either side;

• The tracklets are projected to the other layers (both towards and away from the
interaction point), and consistent stubs are included in the track candidate;

• A linearised χ2 fit is applied to all the stubs in the candidate;
• Duplicates are removed by comparing pairs of track candidates for common stubs.

This approach uses 28 φ-sectors, and a time-multiplexed factor of 6. These values
are subject to change if tracklet seeding is selected for the final system. Each φ sector
is further sub-divided into virtual modules whereby only a small fraction of virtual
module pairs are consistent with the tracks of interest. At 140 pileup, around 20
tracklets are produced per φ sector, per seeding layer combination.

When truncation and digitisation effects (firmware limitations) are not included,
the track finding efficiency, rates, and track parameter resolutions of this approach
are very similar to that described for the demonstrator chain in this thesis. However,
due to combinatorial-heavy stages of the algorithm, the firmware does not have the
time to process all the stubs if a virtual module contains a dense jet, as can be found
in tt̄ samples. This effect causes a reduction in overall tracking efficiency by about
10% at |η| < 1, and up to 20% at |η| > 1, for tt̄ samples at 200 pileup.Without pileup
(tt̄ events), a similar efficiency loss is observed at |η| > 1, but only a few percent is
lost at |η| < 1. Work is in progress to improve this effect, by reducing the width of
the virtual modules in φ, at the expense of z segmentation.
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A hardware demonstrator for the tracklet approach has also been developed. The
+z half of a φ sector has been implemented in a V7-690 FPGA at 240MHz, without
duplicate removal. The latency from DTC input to track output is measured to be
3321ns. The resource utilisation for a full φ sector is 280,000 LUTs, 2722 BRAM
and 1818 DSPs. These utilisation and resource numbers do not include duplicate
removal.

In comparison to the tracklet approach (as it currently stands), the track finder
presented in this thesis has been designed for almost no truncation losses even in
the core of dense jets. As a result of this optimisation, this track finding system
utilises about 2.4 times more BRAM in comparison to tracklet, but has significantly
more margin for high rates and high pileup. The demonstrator results show that both
approaches would be able to meet the L1 latency target.
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Chapter 7
Outlook and Summary

7.1 Demonstrator Scaling

One advantage of a fully time-multiplexed, all-FPGA approach is the inherent
flexibility to adapt and evolve the algorithm choices and their implementation. Im-
provements can come in two forms: changes that fit within the current technological
boundaries; and changes that utilise and exploit newly emerging, or available, tech-
nologies. So far, the project has benefited greatly from the former, as the exact
algorithm and implementation has evolved greatly over the past several years. This
section discusses the continuation of these improvements, and the opportunity (and
in fact requirement) to take advantage of the latter.

The next step in the development of the demonstrator project is to transition
from the Xilinx Virtex-7 FPGA to a modern Xilinx Ultrascale or Ultrascale+ device,
with transceivers capable of data transmission speeds of at least 16.3Gb/s. A system
architecture that makes use of this increased link bandwidth would allow the demon-
strator to scale to a time-multiplexed factor of 18, the baseline design described in
Sect. 3.3. In this design, each TFP board covers a nonant of the detector, for a total
of 9 × 18 = 162 boards. The number of FPGAs per TFP board is flexible (likely
to range from 1 to 3), and will depend on the extent to which the firmware can be
optimised, alongside a compromise between latency and cost. The predominant re-
quirement is that the FPGA supports the necessary input band width of about 1Tb/s,
and enough links to take data from all applicable DTCs. Any additional features
described in Chaps. 4 and 5 are expected to have a small impact on system resources,
in comparison with the firmware optimisations described below.

With the baseline design requiring a time-multiplexed factor of 18, each TFP
would have to process the same volume of data at roughly twice the rate of the
demonstrator slice described in this thesis. Naively, therefore, one may set an upper
bound on the amount of logic needed at twice the requirement of the demonstrator,
in order to handle this doubling in processing bandwidth. As shown in Table7.1, a
doubling of the FPGA resources would require a minimum of three KU-115 FPGAs
per TFP.
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Table 7.1 The upper limit of FPGA resources required per TFP for the baseline system (with time-
multiplexed factor n = 18), inclusive of infrastructure logic. The available resources for a number
of compatible Xilinx Ultrascale FPGAs are shown for comparison [1]

LUT[103] DSP FF[103] BRAM

Upper limit per TFP 1700 16,944 1832 7002

Kintex Ultrascale 115 633 5520 1266 2160

Virtex Ultrascale+ 9P 1182 6840 2364 2160

Virtex Ultrascale+ 11P 1296 9216 2592 2016

On the other hand, the reduction in the number, and increased purity, of candidates
out of the HT when using the tilted barrel geometry should mean that up to a 30%
reduction in the number of KF workers is feasible without incurring losses due to
truncation. It should also be noted that the demonstrator suffers from significant
under-utilisation of processing resources, even in the high occupancy conditions of
tt̄ events with a pileup of 200. As was shown in Sect. 6.4, the HT input is idling
around 50% of the time; and the HT output, which was designed to handle the
challenging case of a sub-sector containing a jet without efficiency losses due to
truncation is usually idling. In addition, even in the centre of very high pT jets, the
state updater block of the KF, which contains the majority of the processing logic
of the KF is idling more than 75% of the time. It is expected that by optimising
the data-flow throughout the design, taking into account the gains from adapting to
the tilted geometry, it should be possible to halve the logic resources required while
maintaining performance.

Similarly, while all fabric on the current full chain demonstrator is clocked at
240MHz, parts of the system have been tested and re-optimised for increased speeds.
The HTP router has been built for 480MHz in the V7-690, and the HTPmathematics
block is able to reach 500MHz. TheHT array is capable of running at 480MHz in the
KU-115 (416MHz for a 32 array per chip implementation), and results indicate that
this could improvewith continued optimisation. The architecture of theKalmanFilter
is such that there are very few fan-outs and the design is heavily pipelined, lending
itself towards operation at higher clock frequencies. Operation at 300MHz has been
achieved for the state updater, and higher frequencies still are to be tested. Preliminary
studies indicate that the Ultrascale, and particularly the Ultrascale+ FPGAs are much
better adapted to running large-scale single clock domain designs across the device,
and this can be taken advantage of. Therefore, by targeting a clock speed of 480MHz
formost parts of the system, it should be possible to double the processing bandwidth
of the design and halve the resources required per TFP, with respect to Table7.1.

Considering the combined savings from maximising the processing bandwidth,
through both optimising the design to minimise under-utilisation and running the
algorithms at higher frequencies, it is highly feasible that a final TFP could be con-
structed with no more than two KU-115 FPGAs, or one VU-11P FPGA.

In comparison with the TFP demonstrator, the latency of the final track finding
systemwould be reducedwhen scaled to the baseline designwith 16.3Gb/s links. The
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data accumulation periods in the KF and HT, where the FPGA must wait for all the
data to arrive before it can continue processing, would be reduced by 450ns each. A
conservative estimate of the latency of the baseline system, from input of stub data at
the DTC, to input of tracks at the L1 correlator, is given in Table7.2. The first column
shows the latency when all steps of the chain are running at 240MHz. The second
column shows the latency when only the HT and HTP are running at 480MHz, and
the rest at 240MHz. This scenario has already been achieved in firmware. The third
column is more speculative, and shows a scenario where all steps in the chain run
at 480MHz. As the DR and KF firmware have not yet been tested at 480MHz, an
associated latency reduction of 30% is assumed as this is what was achieved with
the HTP router when designing for 480MHz operation. The overall latency of the
unpacking, formatting and regional assignment steps in the DTC is conservatively
estimated to be 250ns. An additional latency of <150ns is incurred for the transfer
of data from DTC to TFP. If the entire design could be run faster than 240MHz,
further latency savings could be targeted. By accumulating the second column, one
can see that a conservative estimate of the final FIFO latency would be 2.575µs. If
it is possible to run all steps at 480MHz, an estimate of the maximal FIFO latency
can be placed at 2.2µs.

In parallel with these firmware and algorithm developments, a PCIe processing
board, mounted with a KU-115 has been developed at Imperial College London.

Table 7.2 Latency table for the baseline system, extrapolated from the existing TFP demonstrator.
One SERDES stage internal to the TFP is also assumed, to cover the expected scenario of two daisy-
chained FPGAs. The second column is a scenario in which the HT and HTP run at 480MHz (as has
been demonstrated in firmware). The third column is for a scenario in which all processing steps
run at 480MHz. The latency for the HT and HTP stages at 480MHz are taken from the firmware
described in Chap. 4. As KF and DR firmware have not yet been tested at 480MHz, an extrapolation
to 30% reduction in latency is used in the third column, to account for additional pipelining and
clocking registers. This is the reduction in latency that was achieved when modifying the HTP
router for 480MHz operation

Latency [ns] 240MHz 480MHz HT/HTP 480MHz all

DTC 250 250 250

DTC → TFP (SERDES and fibre) 150 150 150

HTP 251 162 162

HT 575 492 492

KF 1220 1220 854

DR 38 38 27

Internal SERDES 120 120 120

TFP → L1 (SERDES and fibre) 150 150 150

TFP First out → Last Out 225 225 225

Total: First in DTC → First in L1 2664 2575 2198

Total: First in DTC → Last in L1 2905 2800 2423
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This chip provides fifty-two 16.3Gb/s bidirectional transceivers. This card will be
used to demonstrate the functionality of the proposed 16.3Gb/s TFP.

7.2 Projected Final System Technology

Taking into account what has been demonstrated, developments are ongoing to de-
termine the specifications of the final DTC and TFP boards.

7.2.1 Outer Tracker Data, Trigger and Control Board

The Outer Tracker DTC must have the ability to talk to the front-end at 2.56Gb/s
in, 5.12 or 10.24Gb/s out, in addition to the track finder and DAQ at 16 or 25Gb/s.
While it may be possible to build this functionality into a single FPGA (monolithic)
design, it would require a very expensive part, and the limited FPGA resources would
have to be shared between all firmware tasks. It is therefore preferable to design a
board where multiple FPGAs route the data as needed. For example, a system with
three smaller FPGAs connected to the front-end, and one larger FPGA connected
to the trigger and DAQ could provide plenty of FPGA logic and links, at a more
affordable cost. The back-end FPGA could provide 25Gb/s links to the track finder
and DAQ, or a larger number of 16Gb/s links, at a reduced cost. This will depend
on the final design of the TFP and DTH boards. It should be noted that PCBs can be
designed with a footprint that is compatible with several different FPGAs (such as
the VU-9P and VU-11P). This may allow the board to be designed in advance, and
the FPGA to be selected based on requirements at a later date. The same processing
board may therefore be used across upgrade projects, with the FPGAs and optics
being populated to the needs of the individual user.

7.2.2 Track Finding Processor Board

A balance between cost, FPGA processing power, and bandwidth must be met when
specifying the final TFP board. Also in ATCA format, the final board is expected
to require two FPGAs, operating in serial (daisy-chain) mode. This is to ensure that
sufficient FPGA logic resources are available for the track-finding task, as described
in Sect. 7.1.

Figure7.1 illustrates the potential configuration of FPGAs and I/O that could be
used for the final TFP. An important decision will be whether to use FPGAs capable
of 16Gb/s, or 25Gb/s receivers/transceivers. In a system with time-multiplexing, the
minimum value of the time-multiplexing period, P is determined by the time needed
to transfer all data from a single event from layer one to layer two. This means
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Fig. 7.1 Illustration of the potential FPGA and I/O configuration of the final TFP boards. As a high
processing resources to bandwidth ratio is required, it is envisioned to use two FPGAs connected
serially. The exact choice of FPGA will be determined by resource requirements, and the decision
to use 16Gb/s or 25Gb/s optical links.

that in contrast to a P = 18 system based on 16Gb/s links, a 25Gb/s link system
would naturally scale to P = 12. Therefore a 25Gb/s system would reduce the size
of the system by one third. It would also lead to a reduction in data-transmission
latency. Devices that offer transceiver speeds of 25Gb/s are, however, much more
expensive, and typically have a poor balance between logic and bandwidth (too little
logic) when compared to 16Gb/s alternatives. The number of links per FPGA also
significantly impacts the cost. As 48 DTC boards must be connected to each TFP,
the chosen FPGA must provide this minimum number of transceivers, in addition
to the links to the second FPGA. To be flexible to future algorithm changes, and to
have the ability to load balance data streams from busier DTCs, it may be desirable
to have more than this amount. Within the constraints of cost, and appropriate logic
to bandwidth balance, it is currently only feasible to expect a chip with up to around
120 transceivers [1].

In line with increases in FPGA transceiver speed, optical modules have been
developed such as the Samtec FireFly cables [2], which are capable of carrying
up to 28Gb/s over 100m. As a result of demands from industry, 56Gb/s and faster
active optical modules and FPGA transceivers are becoming available, but FPGAs
supporting such speeds are may not be especially useful (or affordable) for CMS, it
many lower speed links are required to physically distribute data.

Finally, the choice of number and type of FPGAwill also be limited by thermal and
power envelopes [3]. While the ATCA standard [4] recommends limiting the front
board power consumption to 200W(with amaximumof 400Wfor both front and rear
boards occupying a slot), which is significantly higher than the 80W recommended in
theMicroTCA specification, some higher end Ultrascale devices can dissipate above
100W per part [1]. Xilinx tools report that a KU-115 FPGA with 80% utilisation
of all resources, and sixty-four 16Gb/s transceivers, running at 480MHz dissipates
68W. Under the same conditions, (except for a 30% reduced DSP usage), the VU-
9P with seventy-two 10Gb/s and twenty-eight 25Gb/s active transceivers dissipates
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130W. This larger heat load must be extracted from a card that is only 1.5 times
deeper (corresponding to a proportional increase in air-cross-section for cooling)
than the MicroTCA form factor [5] used in the demonstrator. In order to do this,
the heat sink area and the air speed must be increased. In the simulated examples
discussed above, assuming 4.0m/s airflow and heat sinks of area 10 cm2 (roughly
four times the FPGA package size), FPGA temperatures of 59 (KU-115) and 62 ◦C
(VU-9P) are predicted. In addition, it is worth noting that the high speed optical
modules are particularly sensitive to temperature, and typically must be operated at
less than 50 ◦C if they are expected to last for around 15years with less than 1%
failure [6, 7].

Within these constraints, however, there is still a large degree of flexibility to
develop track finding algorithms, and future work will involve optimisation of the
algorithms that will run on these chips, with a goal to maximise performance based
on the requirements of the L1 trigger. Thismay involvemodifications to the firmware,
such as: improving 2GeV track finding, electron efficiency, or displaced vertex track-
ing; while minimising cost and latency wherever possible.

7.3 Summary

A hardware demonstrator has been assembled in order to prove the feasibility of a
track finder at L1 for CMS at the High Luminosity LHC. The demonstrator imple-
ments a Hough transform algorithm for coarsely identifying track candidates and
a Kalman filter to clean and fit them, on FPGA-based hardware, along with corre-
sponding emulation software. The hardware demonstrator has successfully shown
that track finding and fitting for charged particles with transversemomentum exceed-
ing 3GeV is possible at 40MHz, and within 4µs, in the challenging high occupancy
conditions of the HL-LHC. This has been accomplished using currently in-hand
technology (MP7 processing boards), and one can expect the latency and projected
scale of the system to be reduced as algorithms are optimised and refined, and new
technology becomes available.
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